ABSTRACT

In response to the growing HIV/AIDS and other health-related issues, UNICEF through their U-Report platform receives thousands of messages (SMS) every day to provide prevention strategies, health care advice, and counseling support to vulnerable populations. Due to a rapid increase in U-Report usage (up to 300% in last 3 years), plus approximately 1,000 new registrations each day, the volume of messages has thus continued to increase, which made it impossible for the team at UNICEF to process them in a timely manner. In this paper, we present a platform designed to perform automatic classification of short messages (SMS) in real-time to help UNICEF categorize and prioritize health-related messages as they arrive. We employ a hybrid approach, which combines human and machine intelligence that seeks to resolve the information overload issue by introducing processing of large-scale data at high-speed while maintaining a high classification accuracy. The system has recently been tested in conjunction with UNICEF in Zambia to classify short messages received via the U-Report platform on various health related issues. The system is designed to enable UNICEF make sense of a large volume of short messages in a timely manner. In terms of evaluation, we report design choices, challenges, and performance of the system observed during the deployment to validate its effectiveness.
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1. INTRODUCTION

In response to the growing HIV/AIDS and other health-related issues, UNICEF, under the leadership of the Zambian government, piloted the U-Report project1 (initiated in Uganda [8]) over the past year, leveraging mobile phone technology to distribute confidential prevention strategies, health care advice, and counseling support to vulnerable populations in hard-to-reach areas. U-Report is a free and open-source SMS platform used by UNICEF to engage on a wide variety of issues across different countries. UNICEF Zambia receives a large number of messages daily related to different kinds of health issues.

Through the U-Report platform, UNICEF provides two-way correspondence between at-risk youth with access to a mobile device and health counselors trained in HIV/AIDS prevention and care strategies as well as conducted tailored demand creation polls and campaigns. Currently, around 90,000 U-Reporters have joined the service and they continuously send questions concerning public health, and specifically questions related to HIV/AIDS, to health counselors via SMS. UNICEF experts in turn responded with health advice and support by direct SMS. With the rapid growth of mobile technology, the use of the U-Report service has increased almost 300% in just 3 years, plus approximately 1,000 new U-Reporters joining everyday. The volume and velocity of text messages received via U-Report has thus continued to increase, which has made it more difficult for the team at UNICEF Zambia to make sense of these messages in a timely manner.

In this paper, we present an open-source system, which combines human and machine intelligence to enable the real-time classification of short messages (SMS) through supervised machine learning techniques. The automated system seeks to resolve the information overload issue by introducing real-time processing of large-scale data at high-speed while maintaining high classification accuracy. We have recently tested the system in conjunction with UNICEF in Zambia to classify short messages to various health-related issues received via the U-Report platform. The system helps UNICEF experts categorize incoming messages into health-

1http://zambiaureport.com/
2. UNICEF SMS CATEGORIZATION APPROACH

According to UNICEF, every hour, about three Zambian youth aged 15-24 years old get infected with HIV. Due to lack of comprehensive HIV prevention information and being not properly quipped with HIV high impact prevention services such as condoms, male circumcision, young people are more vulnerable. The U-Report deployment in Zambia provides confidential, free of charge, counseling services on HIV and STIs to vulnerable population. This open source SMS-based system is a vital doorway to information for young people who might not have access to an internet cafe or mobile data.

The U-Report system receives SMS sent by people through an SMS gateway, as depicted in Figure 1(a). An SMS consists of textual content (140 characters) and some meta-data (e.g. sender information). UNICEF experts analyze each message before assigning an appropriate category to it—a list of categories is given below. For example, a received SMS Where does HIV come from? Does HIV act like other diseases is categorized as “Transmission”, and Can an STI result in HIV if not treated on time? as “Treatment” then assigned to an appropriate team for a response.

2.1 UNICEF categories

UNICEF uses the following list of categories for SMS classification:

- **Symptoms**: Messages that primarily describe a person’s symptoms in addition to questions on how these symptoms may relate to known diseases such as HIV.
- **Definition**: Questions that are primarily requesting the definition of different Sexual Reproductive Health terms.
- **Male Circumcision**: If a message contains questions on where to go for MC, procedure, cost, healing after the procedure.
- **Testing HIV**: If a message contains questions primarily about testing for HIV/AIDS.
- **Treatment**: If a message contains questions primarily about available treatments, treatment procedure.
- **Pregnancy**: If a message contains questions around pregnancy, prevention of, signs of and how to handle it.
- **Transmission**: If a message contains questions on how HIV/AIDS is transmitted, carriers and protective measures that can be undertaken.
- **Prevention**: If a message has questions mainly around prevention of HIV/AIDS infection such as with condoms, effectiveness of different prevention methods.

2.2 Domain-specific challenges

With the rapid adoption of the U-Report system and its growing usage, manual classification of messages is no longer feasible. Moreover, other approaches such as keyword based matching, cannot guarantee the coverage of the returned results [8].

Typically, SMS messages are brief, informal, unstructured and often contain misspellings and grammatical mistakes. Often, abbreviations and acronyms are used to shorten the message to fit limited length restriction. Due to these issues, in general, short text classification is a challenging problem [10]. In particular, classification of data streams carrying items consisting of short text brings challenges to machine learning techniques. For example, a machine learning model trained on past labeled data may produce undesirable results when underlying concepts change. For instance,
a symptoms classifier (as listed in the above categories) may start producing errors when a new, unseen type of symptom appear. This requires re-training of the model with fresh labeled data to adapt to new changes in a category.

To address these issues, in the next section, we present a hybrid system for the automatic classification of short text messages arriving in a streaming way.

3. PROPOSED SYSTEM

3.1 Design challenges

Humans alone cannot be employed for the classification of continuous data streams at high-speed, because of the filter failure issue [6]. Real-time processing of data requirement suggests to use machine intelligence for an accurate and faster response. For this purpose, we address the issue through the lens of crowd computing (i.e. crowdsourcing, microtasking, etc.) and machine computing (i.e. natural language processing, machine learning).

Crowdsourcing is a new computing paradigm that can be used to address problems that are difficult for machines [3]. In this case, typically a task is assigned to a crowd of workers by splitting it into several sub-tasks. Whereas, machine intelligence refers to automated algorithms for data processing. Indeed, automated data processing algorithms are much more faster than systems based on humans, however, often for difficult tasks such as image recognition, real-time document syntax checking, machines alone do not produce precise results.

Therefore, our proposed system is designed to combine both human and machine intelligence to address the issues that machines or humans cannot address alone.

Among other design requirements, we expect the system to be responsive. That is, the system should maintain low latency and high throughput. A low latency system takes less time to deliver output than a high latency system. And, throughput is the speed at which items are processed: a high-throughput system can process more items per unit of time than a low-throughput one. Finally, the system must maintain a high quality (i.e. high classification accuracy), which is why we employ human intelligence to help machine when required.

3.2 System architecture

To enable the automatic classification of SMS, we present AIDR-SMS3, an SMS classification system developed as an extension of the baseline AIDR platform [5]. The system combines human and machine intelligence by bringing together characteristics from crowdsourcing and supervised stream classification systems.

A high-level architecture of the system is shown in Figure 1. To process SMS received by the U-Report system, these messages should be directed to the AIDR-SMS system as soon as they arrive. For this purpose, we developed an SMS pusher system, which is deployed at the UNICEF server and responsible for sending messages to the AIDR-SMS system as soon as a new message is received by the U-Report platform.

To initiate this communication between U-Report and AIDR-SMS, an expert performs the following steps through an online interface of the AIDR-SMS system:

- First, the expert defines an SMS collection in AIDR-SMS and gets a dedicated RESTFul API link of the collection. Multiple collections can be defined to handle multiple streams of messages. For example, this feature can be useful if there are multiple SMS shortcodes setup by UNICEF. Figure 2 shows the interface of an SMS collection.
- Second, the expert creates custom classifiers. A classifier is a set of categories to which the messages will be classified by the system. Each category has a name and a description. For instance, in this case, all categories listed in section 2.1 are used to create a classifier. Figure 3 depicts the interface of a classifier created for SMS classification.

Figure 3: Classifier details interface showing machine classification accuracy in term of AUC and other details regarding human and machine tags
adds system-specific meta-data to each incoming message. Messages are then passed to the feature extractor module, which generates content based feature vectors of the incoming messages. We use uni-grams and bi-grams as our features. The feature selector module is also responsible to select top 800 features. For this purpose, we use "Information gain", a famous feature selection method.

The classifier module uses a supervised machine learning algorithm, namely Random Forest [7] to train multi-class classifiers. As labeled examples are required for machine training, for this purpose, we use humans in the loop using the crowdsourcing task generator module. The crowdsourcing task generator module is responsible to select labeling tasks from the stream of messages to be labeled by human labelers. In our case, UNICEF experts perform all the labeling tasks. A labeling task, in this case, consists of an SMS message and a list of the categories (i.e. a category from the list of UNICEF categories shown in section 2.1) along with their description. The labeler reads the message and chooses one of the categories that he/she thinks most suitable for the message. A labeling task is finalized (i.e. a category is assigned to the message), if two out of three human labelers agree on a label.

Moreover, the task generator module implements a deduplication strategy, which is an intermediate step to ensure that only novel tasks are selected for labeling. Figure 4 shows a few human labeled messages, which is also an interface for administrators of the systems to examine the quality of human labels. A wrongly labeled message can also be deleted from the same interface to prevent it being used as a training example.

The system trains new models after receiving every 50 labeled messages. However, to achieve and maintain high classification accuracy, we also employ an active learning approach. That is, if a model is already trained, then the task generator module picks and priorities the tasks for which the machine confidence is low (in this case we set it to ≤0.60). This approach helps classifiers generalize concepts quickly.

The learner module uses subset of the human-labeled messages as training set (80%) and learns a model. The model evaluation is performed on a hold-out test set consisting of remaining 20% of the human-labeled messages. Once a model is trained it then enables the classifier module to start classifying the incoming messages. The human labeling process continues until the expert observes an acceptable classification accuracy. And, during the machine classification, more training examples can be provided, if a decrease in classification accuracy is observed.

Finally, machine classified messages are ranked based on their categories and the machine confidence score assigned to them. UNICEF expert simply downloads the classified messages from each category and direct them to corresponding response experts.

4. PILOT DEPLOYMENT AND EVALUATION

To determine the effectiveness of the system, we performed a pilot deployment in conjunction with UNICEF. First, we provide a hands-on training session to two experts from UNICEF in which SMS-based collection and classifier creation processes were highlighted. During the pilot deployment, the system was tested using a real SMS dataset consisting of 60,000 messages collected by UNICEF Zambia on various heath-related issues.

We developed a streaming system to mimic the functionality of the UNICEF U-Report system. The streaming system provides a stream of SMS messages to the SMS pusher. The SMS pusher system pushes the received SMS to AIDR-SMS. A subset of messages are pushed to the system and labeled by the UNICEF experts to be served as training set for building classifiers created using the categories listed in section 2.1. The system trains new models upon receiving new training examples (current setting is after every 50 labels). Classification accuracy increases as more training examples are becoming available.

An acceptable accuracy level was obtained measured in terms of Area Under the ROC Curve (AUC = 82%) after using a training set of 740 labeled messages. The system then classified the rest of the messages. Figure 5 depicts the proportion of messages in different categories. As the deployment was managed by the UNICEF team itself, we asked them for a feedback about the system, which is given below.

UNICEF feedback: "Our overall experience with AIDR-SMS system was satisfactory. Our test found that the AIDR-SMS system offered high accuracy results on SMS that contained primarily a single topic or belonged to single category. This is to be expected and was explained to us by the AIDR-SMS team as being the result of the algorithm they use which can place the text in one or other category. The workflow we found that works well is then to ensure the messages need-
ing categorization are simple and can contain primarily one topic…”

5. RELATED WORK

Retrospective approach for the analysis of continuous data streams is not a feasible solution. When rapid analysis of data is necessary, the data items must be processed as soon as they arrive. This requires real-time processing capabilities. Stream processing systems (e.g., [9, 1]) perform computations on an unbounded, continuous, and time-varying data and if performed timely and effectively, can support real-time decision-making processes [2]. However, a significant drawback of traditional stream processing systems is that they rely entirely on automated algorithms of data processing, and as such they are limited by the processing capabilities of these algorithms. Crowdsourcing, which is another core component of our approach, is a new computing paradigm that can be used when machines are not producing desirable results [11, 3]. Completely relying on crowd workers is also not an idea solution, as it is generally slower and more costly (i.e. in terms of time or money).

To overcome the above-mentioned issues, in this paper we introduce a hybrid system, which combines good characteristics of both types of systems (stream processing and crowdsourcing) to classify continuous data stream of short text messages while maintaining high classification accuracy. Moreover, research studies show that employing machine learning techniques to process short messages (e.g. SMS, tweets, etc.) produce better results than simply rule or keyword based approaches [4].

6. CONCLUSIONS & FUTURE WORK

In this paper, we presented a hybrid system that combines human and machine computation elements to classify stream of SMS messages into different categories. We employed supervised machine learning techniques to train multi-class classifiers using training data obtained from expert human workers. The system has been deployed and tested by the UNICEF team in conjunction with their U-Report platform. High classification accuracy and the positive feedback from UNICEF show the effectiveness of the system.

However, the UNICEF team also suggested some improvements for the future development of the system. Two important suggestions as are follows: (i) add multi-label classification capabilities to the system in addition to its multi-class classification model, and (ii) allow batch training of a classifier that is useful in some scenarios (e.g. training semantically similar classifiers using past labels). In future, we plan to make the system more robust by implementing the suggested improvements.
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