
Flood Insights: Integrating Remote and Social Sensing Data for Flood Exposure,
Damage, and Urgent Needs Mapping

Zainab Akhtar1, Umair Qazi1, Aya El-Sakka1, Rizwan Sadiq2*, Ferda Ofli1, Muhammad Imran1

1Qatar Computing Research Institute, Hamad Bin Khalifa University, Doha, Qatar
2Faculty of Computer Science, Central Asian University, Tashkent, Uzbekistan

{zakhtar, uwq, aelsakka}@alumni.cmu.edu, r.sadiq@centralasian.uz, {fofli, mimran}@hbku.edu.qa

Abstract
The absence of comprehensive situational awareness infor-
mation poses a significant challenge for humanitarian orga-
nizations during their response efforts. We present Flood In-
sights, an end-to-end system that ingests data from multiple
non-traditional data sources such as remote sensing, social
sensing, and geospatial data. We employ state-of-the-art natu-
ral language processing and computer vision models to iden-
tify flood exposure, ground-level damage and flood reports,
and most importantly, urgent needs of affected people. We
deploy and test the system during a recent real-world catas-
trophe, the 2022 Pakistan floods, to surface critical situational
and damage information at the district level. We validated the
system’s effectiveness through geographic regression analy-
sis using official ground-truth data, showcasing its strong per-
formance and explanatory power. Moreover, the system was
commended by the United Nations Development Programme
stationed in Pakistan, as well as local authorities, for pinpoint-
ing hard-hit districts and enhancing disaster response.

Introduction
Flooding is a prevalent natural disaster that can inflict signif-
icant harm on communities by causing infrastructure dam-
age, loss of life, disruption of essential services, and environ-
mental damage (Milly et al. 2002). The main obstacle that
impedes disaster response efforts is the absence of timely sit-
uational awareness information on damage impacts, urgent
needs of the population and flood extent (Vieweg 2012).

Traditional methods of obtaining situational informa-
tion include conducting damage and needs assessment sur-
veys on the ground, which are resource-intensive, time-
consuming, and difficult to obtain in hard-to-reach ar-
eas (Macabuag et al. 2022). The unavailability of critical
information delays decision-making and thus hinders relief
efforts, which can result in further loss of life, property dam-
age, and economic disruption.

To tackle the above-mentioned issue, we leverage timely
information from multiple non-traditional data sources and
artificial intelligence to develop an end-to-end system, called
Flood Insights. The system employs remote sensing, so-
cial sensing, and geospatial data to overcome the lim-
itations of existing rapid assessment methods and tools

*Work done while the author was at QCRI.
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

whilst answering six vital questions for enhanced situa-
tional awareness. These questions have been derived based
on our consultations with humanitarian organizations and
an analysis of their official reports outlining their informa-
tion needs. This includes Disaster Emergency Needs As-
sessment Reports (Government of Somalia 2020; Malawi
Government, The United Nations, The World Bank, GF-
DRR 2019), Flood Response Plans (FAO Representation in
the Sudan 2020; Shelter Cluster 2017), Impact Assessment
Reports (Ministry of Agriculture and Irrigation; Ministry
of Livestock, Fisheries & Rural Development, FAO, WFP
2015; NDC Solomon Islands, City of Honiara National Cap-
ital 2018), and Flood Assessment Reports (Centre for Peace
and Democracy 2018; Department of Civil Protection, UN-
Agencies, NGOs 2019; Kenya National Disaster Operations
Centre, UNDP 2013). The questions guiding our system in-
clude:
1. Which regions (province or district level) are flooded?
2. What is the extent of flooding in urban and rural regions?
3. How many people are exposed to flooding?
4. Which age groups and genders are at higher risk?
5. What type of damage is caused by floods?
6. What are the urgent needs of the affected people?

To answer these questions, the Flood Insights system
comprises three main data processing pipelines: (i) satellite
and geographic information systems (GIS), (ii) social media
text, and (iii) social media images. These pipelines incor-
porate various types of computational components respon-
sible for data fetching, processing, analysis, and visualiza-
tion. Specifically, the satellite pipeline can download both
Synthetic Aperture Radar (SAR) and Optical imagery from
freely available data sources (i.e., Sentinel-1 and Sentinel-
2) and process it through deep learning-based models to
identify flood segments. The pipeline also relies on night-
light imagery and population estimates to determine ex-
posed populations in urban and rural regions. Social sens-
ing pipelines collect textual and imagery posts from disaster-
affected areas on Twitter and employ several state-of-the-art
deep learning models, including natural language processing
and image processing, to perform flood, damage, and needs
assessment.

In this paper, we describe the architecture of the Flood In-
sights system and report our deployment experience during
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Figure 1: Flood Insights system’s dashboard showing different interactive visualization components

a recent devastating flood disaster in Pakistan. Over a one-
month period (25 August–25 September), the system down-
loaded and processed 1608 satellite images (size=890GB)
covering 98% of Pakistan and all 160 districts. Moreover,
the system collected and analyzed around 9.4 million text
messages and 411k images posted on Twitter by locals. The
insights gained from integrating these multiple data sources
are presented in the Flood Insights Dashboard1 as seen in
Figure 1. This dashboard has several components that up-
date dynamically based on four filters that require user selec-
tion. This includes province, district, time period, and region
type. The layout of the dashboard is divided into three ma-
jor sections. The left-hand side is related to the satellite and
geospatial analysis followed by interactive choropleth maps
showing the distribution of needs and flood/damage reports
in the middle. The right-hand side is dedicated to social me-
dia, where the tweet text and image analysis are detailed.

Satellite and Geospatial Visualizations The first column
is subdivided into two sub-sections, where “Overall Coun-
try Level Statistics” indicates country-level flood extent per-
centage and population exposure, along with an interactive
flood map. A detailed breakdown of this is shown in the “De-
tailed Flood Extent & Exposure” where the user can use all
four filters to dynamically update the “Flood Extent,” “Gen-
der Exposure,” and “Age Group Exposure” charts.

Tweet Text and Image Distributions The middle sec-
tion has two multi-layer map visualizations. The top map
shows the percentage of Shelter, Donation, Rescue, Volun-

1https://flood-insights.qcri.org/pakistan floods 2022

teering, Basic Necessities, Medical, and Food requests in
different regions which are normalized by the percentage of
total tweets in that region. The bottom map shows Flood and
Damage reports based on images per region, normalized by
total images from that region. Both these maps are dynami-
cally updated based on three global filters: province, district,
and time period.

Other Social Media Components This section displays
several cards highlighting the total number of reports about
the affected people, needs, damage, and flood reports. There
are two timelines indicating the daily distribution of tweet
text and image reports where users can focus on their de-
sired date range through the scrollbar functionality. More-
over, there is a snapshot of the damage and flood images in
the rightmost panel of the dashboard where users can view
the images in detail by clicking on an image. Below these
panels, there is a list of the top-five locations with the high-
est number of flood reports, damage reports, flood extent,
and population exposure. All these components dynamically
update based on province, district, or time period selection.

To validate the reliability of our system, we used official
ground-truth data from the government of Pakistan to obtain
a comprehensive impact score comprising human and infras-
tructure impacts. Similarly, we constructed impact scores
for remote sensing and social sensing and compared them
against the official ground truth using Geographic Weighted
Regression (GWR). A high correlation in a majority of the
districts reveals the effectiveness of the system.

Furthermore, the Flood Insights dashboard was shared
with the United Nations Development Programme (UNDP)
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and other local authorities in Pakistan, who found the infor-
mation valuable for their disaster response strategy.

A summary of our main contributions is as follows:
1. We design and develop a novel working system, Flood

Insights, that integrates non-traditional data sources and
state-of-the-art AI models for mapping flood extent,
damages, and urgent needs of the affected population.

2. We deploy the system during a real-world disaster and
conduct quantitative and qualitative assessments to reveal
its high effectiveness and usefulness.

3. We release the Flood Insights code publicly on GitHub.

Related Work
Humanitarian organizations typically use a combination of
technology (i.e. remote sensing, crowdsourcing, GIS and
mapping), field assessments, and household surveys to per-
form rapid flood, damage, and needs assessments. With re-
gards to flood assessments, the European Space Agency’s
Copernicus Emergency Management Service (EMS) and
United Nations Operational Satellite Applications Pro-
gramme (UNOSAT) are focused on utilizing satellite im-
agery for flood location and extent mapping. UNOSAT
has developed its own deep learning model for segmenting
floods in Sentinel-1 imagery (Nemni et al. 2020). These or-
ganizations typically disseminate their information through
static maps and reports, except for UNOSAT, which also de-
velops FloodAI S-1 Dashboards to showcase their satellite
data and GIS analysis. Whilst these existing services pin-
point flood location and extent, crisis responders lack insight
into the scale of urban and rural flooding. This information
is needed to customize response interventions based on the
differing needs across regions.

With respect to damage assessment, several organizations
(i.e., American Society of Civil Engineers, United States
Federal Emergency Management Agency, International Fed-
eration of Red Cross and Red Crescent Societies) have de-
veloped tools to assess flood impacts on infrastructure, fa-
cilities, communities, food, and agriculture. These methods
are typically time-consuming, particularly in hard-to-reach
areas, and also lack standardization, making it difficult to
compare results from different assessments. Therefore, cri-
sis responders are unable to get a holistic overview of all
damage impacts needed to prioritize their response efforts.

Likewise, with needs assessment, several guides and
frameworks have been developed, i.e., Joint Assess-
ment Mission (JAM) tool (Oman et al. 2011), Multi-
Cluster/Sector Initial Rapid Assessment (MIRA) tool (Zi-
olkovska, Ali, and Qureshi 2017), Multi-sector Needs As-
sessment (MSNA) tool (REACH 2023), which aim to set
standards for disaster experts who are assessing the needs
of affected populations during a disaster. Since this requires
extensive human involvement on the ground, getting access
to rapid needs information during the time of a disaster be-
comes challenging. This results in crisis responders being
unable to provide assistance to the impacted people in a
timely manner.

By leveraging AI technology and integrating multiple
non-traditional data sources, the Flood Insights system is the

first deployable solution, to the best of our knowledge, that
overcomes the limitations of existing rapid flood, damage
and needs assessment tools by utilizing off-the-shelf mod-
els (Akhtar et al. 2023). The Flood Insights system offers a
two-fold advantage. Firstly, the system provides an in-depth
view of flood extent in both urban and rural regions to help
crisis responders prioritize their response efforts and target
their resources where they are needed most. Secondly, the
system incorporates machine learning algorithms and artifi-
cial intelligence to analyze social media text and image re-
ports about all types of damages and needs information in
real-time allowing for an up-to-date understanding of the sit-
uation on the ground. Overall, the Flood Insights system pro-
vides a valuable tool for disaster responders, allowing them
to make more informed and effective decisions.

System Architecture
To perform flood exposure, damage, and population needs
mapping, the Flood Insights system relies on four types of
data including satellite imagery, geospatial data, social me-
dia text, and images. The system architecture, drawn in Fig-
ure 2, consists of three data processing pipelines. The first
pipeline manages the satellite and geospatial data and in-
cludes modules for downloading, processing, and analyz-
ing the data. The social media text pipeline (depicted in the
middle) performs the processing of the textual data using
various natural language processing components. Finally,
the third pipeline deals with social media image processing
and consists of components that use computer vision tech-
niques. The Flood Insights system code is publicly available
on GitHub.2

Satellite and Geospatial Data Processing
To enable satellite imagery acquisition, we developed a
module utilizing Google Earth Engine’s (GEE) API. The
module supports three types of inputs: (i) name selection of
the Area of Interest (AOI) which queries Global Administra-
tive Areas (GADM) database3, (ii) shapefile upload with one
or more AOIs, (iii) custom-drawn AOI by the end-user. The
module simplifies the AOI, divides it into multiple tiles, and
employs a multi-threaded approach for individual tile down-
loading, thus bypassing the 32MB download limit of the
GEE API. Additionally, the corresponding permanent wa-
ter from the European Commission’s Joint Research Centre
(JRC) global surface water (Pekel et al. 2016) is also down-
loaded for the same tile dimension. In particular, six lay-
ers are downloaded, including occurrence (intra- and inter-
annual variations of surface water), change (changes in wa-
ter occurrence), transitions (type of transition between the
first and last year), seasonality (months with water in a year),
recurrence (frequency with which water returns from year to
year), and extent (water was detected or not).

Water Segmentor For water segmentation (for both per-
manent and flood water), a state-of-the-art flood segmenta-
tion model is employed based on U-Net architecture (Ron-

2https://github.com/CrisisComputing/flood insights
3https://gadm.org/data.html
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Figure 2: Flood Insights system architecture showing three data processing pipelines

neberger, Fischer, and Brox 2015). The model is trained
on stacked dual-band SAR images (VV and VH) using the
Cloud to Street Microsoft Flood Dataset (Cloud to Street -
Microsoft 2022), NASA Digital Elevation Model’s single-
band elevation data, and the six JRC permanent water layers.
The output is a binary mask of water and land pixels. During
inference, with a batch size of 1, the model consumes 4.6GB
memory of a single Nvidia P100 GPU and can process 1.6
tiles/sec, where each tile represents 512 × 512 × 9 pixels.

Flood Water Extractor The flood segmentation model
predicts all water, including permanent and flood water. By
subtracting the JRC seasonality layer, representing perma-
nent water, from all water predictions, we obtain flood-only
water regions.

Urban and Rural Boundary Extractors We use harmo-
nized nighttime lights (2019) (Zhao et al. 2022) to identify
urban regions based on the difference in light intensity. The
nighttime light data is clipped to the user’s region of interest
and converted into a vector geospatial format to represent
the urban boundaries. To retrieve rural boundaries in a vec-
tor format, we subtract the urban boundary from the original
region of interest.

Demographics Extractor All three regions of interest
(original, urban and rural) are passed to GEE where the
WorldPop Estimated Age and Sex Structures of Residential
Population per 100×100m Grid Square dataset4 is queried
separately for population breakdown by gender (male and
female) and age group, children (0-14), adolescents (15-19),
adults (20-64), and elderly (65+).

Flood Extent and Exposure Once each satellite image
tile is processed, the flood extent is determined by dividing
the total number of flooded pixels by the total number of tile
pixels. This calculation is performed separately for the three

4www.worldpop.org

regions of interest (original, urban and rural). This flood ex-
tent information, when multiplied with population numbers
from WorldPop, reveals information about the different pop-
ulations exposed to flooding.

Social Media Text Processing
Tweet Collector The system uses the X (formerly Twit-
ter) Streaming API to collect tweets matching user-specified
keywords, hashtags, or geographical areas in JSON format.

Deduplicator Duplicate tweet text, usually due to
retweets, causes excessive computational load. Modules that
rely on textual features, such as text classifiers, can be pre-
vented from processing duplicates. The deduplication mod-
ule preprocesses tweet text (removes emojis, URLs, emails,
new lines, and special characters) and uses a cache (Elastic-
Search) to determine duplicates. Unique tweets are indexed
in the cache specific to the crisis event.

Translation This module translates non-English tweet
text into English using the Google Translate API. The Trans-
lator module feeds two modules in the text processing
pipeline, namely the Toponym extractor and Zero-shot clas-
sifier, which require English data. The module uses a cache
to avoid unnecessary translations of identical tweet text.

Toponym Extractor We aim to geolocate tweets at vari-
ous geographical levels, including sub-national, district, and
city levels, to facilitate aggregations at different geographi-
cal granularities. Since the ratio of geotagged tweets (with
geo-coordinates) is very low (< 1%), we rely on toponym
mentions in the tweet text. These toponyms represent differ-
ent types of location names such as names of cities, point-
of-interest, or districts. To this end, we employ a state-of-
the-art BERT-based model fine-tuned on disaster tweets for
extracting toponyms from tweet text (Suwaileh et al. 2022).

Geolocation Mapper The location tokens identified by
the Toponym extractor module are used to find georeferenc-
ing information (i.e., complete address with latitude and lon-
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gitude) from OpenStreetMap (OSM). Additionally, tagged
places (either bounding box or point) are used to make a
reverse geo-call to OSM to retrieve georeferencing infor-
mation. Tweets with multiple distinct location mentions are
mapped to all mentioned locations. Figure 3(e) shows the
performance of this module as a throughput of 40 items/sec.

Zero-shot Classification To categorize tweets into flood
impacts, we utilize zero-shot text classification by employ-
ing a BART-large transformer model (Lewis et al. 2019).We
devised a hierarchical taxonomy consisting of three top-level
classes: (i) damage reports, (ii) affected people reports, and
(iii) urgent needs. These classes are mapped to a total of 38
low-level classes, including 5 for damage reports (i.e., in-
frastructure, sewage, utility damage), 11 for affected people
(i.e., affected, missing, or complaints, etc.), and 22 for ur-
gent needs (i.e., food, shelter, money, etc.). All 38 classes
are then expanded with various prompts to capture seman-
tically analogous expressions. For example, “infrastructure
damage” is expressed in 22 different ways (i.e., building
damage, building destroyed, house damage, railway track
damage). We then use the following template: “The mes-
sage in this text is related to {prompt}”, to classify unseen
tweet texts, where “prompt” assumes a specific value asso-
ciated with the class. We evaluate the model’s performance
(F1-score at top 1–3 predictions) using HumAID data (Alam
et al. 2021). The top 1–2 predictions of the model are on-
par with (Alam et al. 2021), with F1-score of 77.3% (ours)
vs. 78.1% (Alam et al. 2021), whereas top-3 yields best F1-
score of 84.1% (ours). Figure 3(c) shows the throughput and
latency of this module (5 sec/item).

Social Media Image Processing
Image Downloader The Image Downloader extracts im-
age URLs from tweets with attached images. It maintains
a collection-based cache to store image URLs and prevent
downloading duplicate images by checking for URL exis-
tence in the cache. This reduced the noise of duplicate image
URLs. This module then passes the image paths and collec-
tion code to other modules for processing.

Deduplication To reduce heavy computational load, this
module removes near-or-exact duplicates by comparing the
distance between the deep features of two images using a
threshold of 7.1. A ResNet-50 model (He et al. 2016) pre-
trained on the Places dataset (Zhou et al. 2017) is used to ex-
tract image features5, resulting in an average throughput of
13 items/second. The module processes approximately 100
items in 8 seconds on average, as depicted in Figure 3(b).

Relevancy Classification Social media images, even dur-
ing a disaster event, are usually noisy. The relevancy module
is responsible for identifying and removing noisy images,
such as those showing ads, cartoons, banners, etc. We em-
ploy a binary classification model (ResNet-50) pre-trained
on ImageNet (Russakovsky et al. 2015) and fine-tuned on a
custom dataset (Nguyen et al. 2017). This module can pro-
cess 100 images in 4 seconds (Figure 3(a)).

5http://places2.csail.mit.edu/models places365/resnet50
places365.pth.tar

Flood and Damage Classification This module processes
a filtered stream of potentially relevant images. The images
are classified into two broad categories, namely flood and
damage, using the Incidents model (Weber et al. 2020). The
flood category includes four labels (i.e.,‘flooded’, ‘heavy
rainfall’), while the damage category includes seven la-
bels (i.e., ‘damaged’, ‘collapsed’). As seen in Figure 3(d)
the module can classify 100 images in 2 seconds, with a
throughput of 50 items/second.

System Deployment and Use
The Flood Insights system was deployed during the re-
cent Pakistan flooding in 2022. We activated the system
on August 25th, when the Pakistani government declared
a country-wide emergency. The system ran for one month,
from 25 August to 25 September 2022.

Data
Satellite and Geospatial The system was activated to
download satellite imagery (Sentinel-1) for all districts in
Pakistan (N = 160). The global urban extent (from 2019)
was queried where urban boundaries were downloaded for
92 districts. The remaining 68 districts had no urban settle-
ment and were considered to be entirely rural. The 92 dis-
tricts with urban boundaries mainly belong to Punjab, Sindh
and Khyber Pakhtunkhwa with 35, 28, and 18 districts, re-
spectively. With respect to rural boundaries, 159 districts
contained rural settlements except for Central Karachi.

Social Media Around 160 event-specific keywords in both
Urdu and English languages were used to collect rele-
vant tweets. Over the one-month period, 9.4 million tweets
posted by more than one million users were collected.
Around 65% of the tweets were in Urdu and 32% in En-
glish. A tweet can be (i) original, (ii) retweet, (iii) reply, or
(iv) quoted. We consider replies and quoted tweets as origi-
nal tweets since they offer additional content as opposed to
retweets. Based on this, the overall data contains 1.15 mil-
lion (12%) original (original+replies+quotes) tweets which
were considered for the Flood Insights system, whereas the
remaining 8.25 million (88%) retweets were discarded. The
system also downloaded images associated with the original
tweets and obtained 411k images in total.

Satellite and Geospatial Insights
Estimated Flood Extent Over the one-month duration,
around 11.48% of the entire country was estimated to be
flooded. Figure 4 shows the geographic distribution of
flooding across Pakistan for the entire one-month duration
which is also visualized on the Flood Insights dashboard
as an interactive map that supports a zooming functionality.
This feature is intended to answer the first question: Which
regions (province or district level) are flooded? It can be
seen that Sindh and Balochistan provinces are impacted the
most. This is validated through the estimated flood extent
percentages as seen in Table 1, where 25.5% of the entire
Sindh is under floodwaters, whereas 12.4% of Balochistan
is inundated. Within both these provinces, and across all
provinces, rural regions have been impacted more severely
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Figure 3: Throughput (top) and latency (bottom) of different components

Figure 4: Country-level flood extent over the 1-month period

as compared to urban regions. The information from Table 1
is visualized on the Flood Insights dashboard as an inter-
active gauge that dynamically updates based on the region
type, period, and province/district selection. This will allow
crisis responders to answer the second question: What is the
extent of flooding in urban and rural regions? Moreover, the
dashboard also indicates the top five districts with the high-
est estimated flood extent percentage across the entire re-
gion, which dynamically updates based on the period and
province selection. This is beneficial for local disaster man-
agement authorities to prioritize hard-hit districts.

Vulnerable Populations Exposed to Flooding Our sys-
tem shows that approximately 18.95 million people were
directly exposed to the 2022 floods in Pakistan which an-
swers the third question: How many people are exposed to
flooding? In terms of the gender distribution of the exposed
population, 9.3 million females and 9.7 million males are
at risk due to flooding. The age group distribution reveals
that adults and children are highly vulnerable, where 9.6
million adults and 6.8 million children are at risk. The re-
maining 2.55 million constitute of elderly and adolescents.
Both the gender and age group breakdown for the population
exposed to flooding is visualized on the dashboard as seen
in Figure 1 which answers the fourth question: Which age
groups and genders are at higher risk? This feature is criti-
cal to the District Disaster Management Authority (DDMA)
of Pakistan, where they can identify vulnerable age groups
exposed within each district. For example, in Larkana dis-
trict which has the highest number of people exposed in to-

tal (1.26 million) and a flood extent of 75%, the number of
children and elderly exposed together make up half of the
population exposure (0.53 million) which is important in-
formation for DDMA for the prioritization of response ef-
forts. Likewise, the proportion of male and female popula-
tions exposed is also displayed on the dashboard as a pie
chart, where this information can help DDMA with prior-
itizing the provision of aid and resources for men/women,
who may have specific needs and vulnerabilities.

Social Sensing Insights
Types of impact incurred through images The system
identified images showing flood and damage scenes to help
answer the fifth question: What type of damage is caused
by floods? In total, 2000 flood images, and 735 damage im-
ages are observed across all districts. Such reports contain
contextual information about the flood situation, which can
help disaster responders identify different types of damages,
including flooded scenes, infrastructure damage (e.g., dam-
aged buildings, roads, bridges), agricultural damage, and
transportation disruptions. A qualitative analysis of flood
and damage images across districts reveals the devastation
of floods in the country, as illustrated in Figure 5. The top
two rows show the intensive flooding across various parts
of the country, including densely populated areas and crit-
ical infrastructures such as streets, communities, railways,
and bridges. The bottom two rows show images of various
damages during and post-flooding, such as ruptured roads,
power failures, and destroyed houses. From the one-month
duration, South Karachi district received the highest number
of flood reports (194 reports), whereas Quetta topped the list
for the highest damage reports (82 reports).

Top needs of the affected population Over the one-
month duration and across all 160 districts, shelter requests
were the highest with 20k reports followed by donation and
rescue requests, with 19.7k and 19.1k requests, as seen in
Figure 1. The top-five needs are visualized on the dashboard
in the form of a bar graph, which dynamically updates based
on province, district, and time period. This allows for the
last question to be answered: What are the urgent needs
of the affected people? With this information, the National
Disaster Management Authority (NDMA) can know which
province/districts have the highest shelter reports by refer-
ring to the ‘Shelter’ choropleth map in the center of the
dashboard. This map shows the percentage of shelter reports
normalized by total reports from each district, where Pan-
jgur and Bajaur districts had all shelter reports. Another way
to utilize these maps is to filter the dashboard to the top-five
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All Region Urban Region Rural Region
Area (km2) Flood Extent Area (km2) Flood Extent Area (km2) Flood Extent

Azad Kashmir 11,422 242 (2.1%) 49 0.1 (0.3%) 11,373 242 (2.1%)
Balochistan 346,724 43,104 (12.4%) 177 2.4 (1.4%) 346,547 43,102 (12.4%)
Gilgit Baltistan 69,760 5,424 (7.8%) 0 0 (0%) 69,760 5,424 (7.8%)
Islamabad 902 3 (0.3%) 174 0.2 (0.1%) 728 2 (0.3%)
Khyber Pakhtunkhwa 100,897 3,760 (3.7%) 391 0.5 (0.1%) 100,506 3,760 (3.7%)
Punjab 205,401 12,031 (5.9%) 2,352 3.6 (0.2%) 203,049 12,027 (5.9%)
Sindh 141,028 36,029 (25.5%) 938 63.9 (6.8%) 140,091 35,965 (25.7%)

Table 1: Estimated flood extent percentage per province and per region type

Figure 5: Images showing flood and damage impact in different scene contexts

affected districts where all need types can be investigated as
well as the daily distribution of total need reports.

Timeline distribution of reports from the ground The
dashboard visualizes the daily trends of tweet text and im-
age reports. For instance, as the number of affected indi-
vidual reports increases, the number of damage and urgent
needs reports also increases, particularly during the peak of
the disaster on August 27th to August 28th. With regards to
images, between August 25th to September 2nd, the num-
ber of flood images is higher than damage images, but then
they merge on September 3rd. This real-time information
can help crisis responders identify trends and take immedi-
ate action.

Evaluation and Payoff
To validate the reliability of our system, we evaluate it us-
ing ground-truth data related to human impact (i.e., deaths
and injured people reports) and infrastructure impact (i.e.,
houses damaged/destroyed) from Pakistan’s official govern-
ment assessment of the flood disaster.6 This official ground-
truth data is available for 53 districts out of 160 districts
for the same one-month duration in which our system was
deployed. Of these 53 districts, 6 belonged to the Punjab

6https://www.pdma.gov.pk/

province, 22 from Sindh, and the remaining 25 were from
Khyber Pakhtunkhwa. To effectively compare ground-truth
data with our system’s output, we use the raw counts of
deaths, injured people, damaged and destroyed houses from
the official report to compute an impact score for each dis-
trict ({gi}53i=1) using the following equation:

gi =
di + ji
|Pi|

+
Hmi +Hdi

|Bi|
(1)

where di represents the total number of deaths in the i-th
district, ji symbolizes the count of injured people in the dis-
trict, Pi signifies the total population of the district under
consideration, Hmi corresponds to the number of partially
damaged houses and Hdi corresponds to the fully destroyed
houses in the district. Bi represents the total buildings within
the district. We use Microsoft Building Footprints7 to ex-
tract the total number of buildings in each district. Finally,
we apply the Min-Max normalization to balance and range
transformation of the calculated impact scores.

Similarly, we compute impact scores for each district
using the relevant data processed by our system. To this
end, social sensing-based impact scores are computed us-
ing the identified human and infrastructure damage-related

7https://github.com/microsoft/GlobalMLBuildingFootprints
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reports. Specifically, textual messages reporting deaths, in-
juries, needs, and other types of population suffering repre-
sent human-related impacts. Images showing damage to dif-
ferent types of infrastructure, such as roads, bridges, build-
ings, and telecommunication lines, and messages reporting
damages are considered infrastructure-related impacts. The
following equation shows the computation of the district-
level impact scores ({si}53i=1) based on social sensing data.

si =
ai ∗ (dti/pti)

|Pi ∗ C|
+

(Dti +Dmi) ∗ (dti/pti)
|Pi ∗ C|

(2)

where ai represents the total number of affected people re-
ports from text messages in the i-th district, dti represents
the total number of tweets posted from the district, pti rep-
resents the total number of tweets posted from the province
of i-th district, Pi represents the total population of the dis-
trict, Dti corresponds to the damage reports collected using
tweet text and Dmi represents the damage reports from im-
ages. We use a constant C = 10k to normalize the human
and infrastructure impact per 10k people in each district. Fi-
nally, we apply the Min-Max normalization over the com-
puted impact scores.

On the remote sensing side, the percentage of flood ex-
tent (fi) and district population (pi) are used to compute the
overall impact for each district as {ri}53i=1 = fi ∗ pi.

The three impact scores (gi, si, ri) are then used to run
Geographic Weighted Regression (GWR) analysis. GWR is
a spatial regression technique used in spatial analysis to ac-
count for spatial heterogeneity, which means that relation-
ships between variables may vary across different locations
in a geographic area.

The correlation analysis using remote sensing impact
scores (independent variable) with ground-truth impact
scores (dependent variable) yields a weak correlation of
R2 = 0.3483. Interestingly, using social sensing data alone
yields a stronger correlation at R2 = 0.7744. The most
significant results occurred when combining remote sens-
ing and social sensing, i.e., R2 = 0.7824, indicating that
information obtained from these data sources (independent
variables) has a reasonably good explanatory power and ex-
plain a significant portion of the variation in the dependent
variable (ground-truth impact). Next, we used the same com-
bination to run the GWR analysis for individual districts to
highlight the distribution of R2 across all 53 districts as de-
picted in Figure 6. We observed that most districts (N=16)
represent a good fit, i.e., 0.56 ≤ R2 ≤ 0.62. Around 25 dis-
tricts show moderate fit with 0.41 ≤ R2 ≤ 0.55. Whereas
only 12 districts fall below R2 ≤ 0.40, indicating a weak
correlation. Upon further investigation, we observed that of
all districts having R2 ≤ 0.50, 12 are entirely rural and 17
districts with ≥ 75% rural population, indicating low inter-
net and social media usage.

In terms of the qualitative evaluation, as our deployment
was activated during the actual flooding event, the data pro-
duced by the system was shared with official humanitarian
organizations, including UNDP and other local government
agencies. The authorities found the system useful for identi-
fying hard-hit districts in real-time. In particular, the stake-
holders mentioned that this allows better resource allocation

Figure 6: Geographically Weighted Regression modeling of
the relationship between system’s and ground-truth impact
data across 53 districts in Pakistan. Numbers in brackets in
the legend represent the number of districts in each bucket.

and distribution of funds under time-critical situations.

Lessons Learned
During the development, deployment, and maintenance of
the Flood Insights system, there are several lessons learned
that are worth sharing. Firstly, when developing the zero-
shot classifier, we followed an iterative approach of hon-
ing and expanding prompts within each class of the taxon-
omy. We found that clear prompts with minimal class over-
lap are crucial to prevent model confusion. Secondly, during
deployment, we realized that the Flood Insights dashboard
is influenced by the chosen AOI during activation. For in-
stance, a province-level boundary restricts insights to that
level or broader (i.e., country). Shifting to finer views (i.e.,
district level) requires time-consuming recomputation of all
the satellite and GIS modules. Hence, meticulous granular-
ity selection before activation is advised. Lastly, to maintain
the Flood Insights system, three team members monitored
the status of all the modules in terms of storage capacity, er-
ror handling, and other operational aspects. This monitoring
was done on a daily basis to ensure the efficient operation of
the Flood Insights system.

Conclusions
To address the critical information needs of disaster respon-
ders, we presented Flood Insights, an on-the-fly system that
leverages multi-source data and employs state-of-the-art nat-
ural language processing and computer vision techniques to
surface situational information about flood extent, incurred
damages, and population needs. The system relies on remote
sensing, social sensing and geospatial data to provide dis-
aggregated insights at national and sub-national levels. We
deployed the Flood Insights system during a real-world dis-
aster, for the 2022 Pakistan floods for one month and later
evaluated the data using official ground truth. The dashboard
was conveyed to the UNDP stationed in Pakistan, as well as
local authorities, who considered it to be valuable informa-
tion for enhancing disaster response strategy.
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