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A B S T R A C T   

Social Media (SM) contain a wealth of information that could improve the situational awareness of Emergency 
Managers during a crisis, but many barriers stand in the way. These include information overload, making it 
impossible to deal with the flood of raw posts, and lack of trust in unverified crowdsourced data. The purpose of 
this project is to build a communications bridge between emergency responders and technologists who can 
provide the advances needed to realize social media’s full potential. We employed a two round Delphi study 
survey design, which is a technique for exploring and developing consensus among a group of experts around a 
particular topic. Participants included emergency managers, researchers, and technologists with experience in 
software to support the use of SM in crisis response, from many countries. The study topics are described, and 
results are presented for both Round 1 (N ¼ 36) and Round 2 (N ¼ 29) of the study, including a ranked list of the 
top 16 useful features. The top four features include: viewing SM data as classified by geographic location with 
map-based display; viewing SM data as generated by categories of users; dynamically extracting emerging in-
formation; and automatically processing SM images to identify relevant ones.   

1. Introduction 

Social Media (SM) contain a wealth of information that could 
improve the situational awareness of Emergency Managers (EMs) during 
a crisis [1,2] but agencies are often reluctant to use SM, especially to 
gather unverified crowdsourced data [3,4]. There is also a disconnect 
between the technologists who design and build automatic data pro-
cessing systems to analyze SM data and the EMs, the users, who could 
benefit from the systems. EMs do not know what is technically possible 
while technologists do not know what EMs want. Moreover, most 
existing systems rely only on a single SM data source (e.g., Twitter or 
Facebook) [5]. However, combining informative signals from multiple 
SM data sources could be useful in several ways, e.g., determining the 
trustworthiness of SM data [6,7], obtaining missing information [8], etc. 
Furthermore, these diverse SM data sources produce different content 
types. For instance, Flicker is best for images, YouTube for videos, 
whereas Twitter and Facebook are good for both text and images. 

Diversity in content types not only brings complementary information 
[7], it is also useful to gain contextual understanding [9]. Despite the 
fact that complementary information in the form of either images or 
videos is readily available on many SM platforms, many past efforts to 
build automated systems for disaster response and management only 
focused on the textual content available on SM [5]. 

The purpose of this project is to build a communications bridge be-
tween emergency responders (for both governments and NGOs) working 
in Emergency Management and technologists who can provide the ad-
vances needed to realize SM’s full potential. Moreover, we aim to solicit 
software requirements beyond the use of a single SM data source and 
single content type. To build this bridge, we employ a Delphi study, 
which is a technique for exploring and developing consensus among a 
group of experts around a particular topic (in this case, SM use in 
emergency management). Our study includes emergency responders 
and technologists (researchers and academics) from many domains and 
nations. We take an international approach because we hope to inform 
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software that works globally, and thus we need to discover important 
differences in requirements among different nations. The final product 
of the study is a set of software requirements to better enable EMs to 
gather organized information from SM that is rated for trustworthiness 
and useable for decision making, as summarized in the Conclusion 
section. Our overarching goal is to inform technologists of EM needs and 
to help EMs understand the feasibility of, and possible solutions to, 
meeting those needs. 

In the sections that follow, we review the prior literature on software 
to support the use of social media by emergency managers. A brief 
description of the Delphi method is followed by the methods used in this 
Delphi study. The Results section discusses systems to be included in a 
comprehensive platform for gathering, organizing, and preparing social 
media posts for use by Emergency Managers, plus a ranked list of the 
desirable features for such new systems. 

2. Literature review 

Social Media have become ubiquitous and are often used by emer-
gency management organizations to disseminate information [4]. 
However, prior studies [4,10] suggest that there is great hesitation by 
emergency management (EM) organizations to use SM to collect data 
from the public during an emergency. This hesitation can create missed 
opportunities to improve situational awareness [11] or find actionable 
information [12]. Additionally, the public often expects EMs to respond 
to their SM queries [13] which cannot be done if EM agencies do not 
accept and use public SM posts. 

2.1. Software enhancements for social media use in emergency 
management 

There are many barriers to the use of social media for emergency 
management, both technical and organizational. Social media are ex-
amples of “socio-technical” systems [14,15]; their use and effectiveness 
are determined not only by the features and quality of the systems 
themselves, but also by social context factors such as user attributes (e. 
g., skills and training, or the lack of them), and by organizational norms 
and policies and resources [16]. This is especially true of the use of SM as 
part of an emergency response management system, when the infor-
mation that could be retrieved and used is generated by the public and 
communicated via a public commercial system, rather than by trusted 
information systems under organizational control [4]. Some of these 
barriers can only be overcome through organizational changes, but 
others could be dealt with through software pre-processing system-
s—especially those having to do with issues of information overload 
(thousands to millions of tweets and posts on a specific disaster; too 
much information arriving too fast and in a disorganized manner) and 
trustworthiness of SM posts [3,17,18]. 

Many studies describe possible software enhancements and systems 
that could improve the usability and usefulness of social media for 
disaster management (e.g., Refs. [18–20]). We also note that many 
technologies for managing social media in emergency contexts currently 
exist (e.g., Ushahidi [21], AIDR [22], Social Haystack [23], TweetDeck 
[24], and Hootesuite [25]). See Refs. [5,26,27] for more extensive sur-
veys of these systems. A great many of these technologies for processing 
social media data incorporate both human efforts (e.g. crowdsourcing to 
create training sets for machine learning) and automated tasks [28]. 
Many of these systems are also limited in that they only support a single 
social media platform, they have limited analytical capabilities, or they 
have only been deployed in a research setting [5]. There are no uni-
versally adopted systems in this space; use depends on context, system 
features, user expertise, funding for purchasing software, and a will-
ingness to adopt new (and often experimental) technologies. Some of the 
challenges facing software developers of these systems include real-time 
parsing of brief and informal messages, determining information cred-
ibility, and prioritizing useful information [29,30]. A primary goal of 

this paper is to build upon and learn from existing tools, systems, and 
applications so we can design and develop the next generation of 
technology. 

In a survey of 477 U S. county-level EMs [31], several of the specific 
potential software enhancements described in Ref. [27] that could help 
overcome the limitations of SM for EMs were rated with the result being 
that they are perceived as highly useful. These enhancements included 
the ability to view SM data as generated by geographical location on a 
map-based display and categorization of SM data by sub-events (e.g., 
rescue issues). However, that study had several limitations: participants 
were limited to U.S. county level EMs and many potential enhancements 
that have subsequently appeared in the literature were not included. The 
current study aims to overcome these limitations by including software 
developers and researchers related to SM in EM from many countries 
and types of organizations, and by adding features from systems 
described in recent studies and proposed and vetted by the study 
participants. 

2.2. The Delphi method 

A Delphi study consists of two or more rounds of structured written 
exchanges between anonymous experts with different types of expertise 
relevant for a topic [32,33]. It was developed in the 1950s to obtain 
expert input on a particular problem while allowing the participants to 
remain anonymous. The expert panels receive questionnaires (mailed or 
online) and answer them at a time and place convenient to them. The 
technique is particularly useful in cases where the expert panel is 
dispersed over a wide geographic area, and for complex, 
multi-disciplinary problems [34]. 

The Delphi method uses a series of questions over two or more 
rounds where each participant may suggest additional items for 
consideration in subsequent rounds. An important aspect of a Delphi is 
that experts are generally asked not only to rate various alternatives or 
issues or items, but also to explain their rating in comments. The com-
ments often surface the underlying reason for disagreement on ratings, 
such as one person assuming that a related development is likely, while 
another expert assumes that it is not. After each set of questionnaires is 
completed, a facilitator summarizes the experts’ inputs and then dis-
tributes the summary with another round of questions. The results are 
annotated to show which category(ies) of expert provided each feedback 
item. Thus, although anonymity is maintained, expert participants know 
the domain of the person providing feedback. This is helpful when the 
experts evaluate the feedback. The experts can then revise their answers 
from the first round in response to the ratings and comments of others 
and add ratings of newly surfaced items or issues. 

3. Research method 

Our objective is to foster a dialogue and exchange of knowledge 
among software developers, emergency managers, and researchers on 
SM, from different nations and types of organizations. Thus, we aimed to 
obtain a representative “spread” of diverse opinions from different types 
of stakeholders, rather than a random or representative sample of any 
particular population. 

3.1. Expert recruitment 

In recruiting possible participants, we cast a wide net, using our 
professional networks. This included sending invitation messages to 
researchers who had published papers in the social media tracks of 
recent meetings sponsored by the Information Systems for Crisis 
Response and Management (ISCRAM) community; sending emails to 
lists of U.S. emergency managers; posting on LinkedIn discussion boards 
for EMs; personal messages to software developers; and requests for 
those initially invited to suggest other experts. 

Following approval of the study by an Institutional Review Board 
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(which included the consent form, screening questionnaire, and Round 1 
questions of the Delphi), the initial invitation to participants was to 
complete a screening questionnaire. We used email to send the pro-
spective participants a link to a Recruitment survey to build our expert 
panel prior to the actual Delphi. The Recruitment survey asked for in-
formation such as years of experience in EM and in software develop-
ment for SM in EM, to make sure the volunteers qualified as “experts.” 
Since it was stated that the Delphi rounds of the study might take be-
tween 30 min and 2 h per round, depending on how many comments a 
participant made, the response rate may have been affected. There were 
48 valid respondents to the Recruitment survey who indicated they were 
willing to participate out of over 400 prospective participants who 
received invitation messages or may have seen one on a discussion 
board. 

We reviewed the responses to the Recruitment survey to confirm that 
the respondents were qualified by their expertise and experience to 
participate as members of the Delphi panel of experts. Those few re-
spondents (N ¼ 9) to the Recruitment survey who were deemed un-
qualified either failed to complete the survey beyond the consent or did 
not have experience as a researcher, practitioner, and/or academic in 
the focus area of use of social media for emergency management. We 
maintained a list of the qualified respondents and then sent email to only 
qualified respondents with the link to the Round 1 Delphi questionnaire. 
The Recruitment survey took, on average, 4 min for the respondents to 
complete. 

3.2. Delphi questionnaires 

Once the panel was formed, our Delphi process consisted of two 
rounds of surveys with feedback to the experts from each. 

The Round 1 questionnaire was a mix of qualitative and quantitative 
questions focused on four broad topic areas of participant demographics 
and experience, social media platforms, tool features, and recommen-
dations. These topic areas were determined from the literature survey 
(particularly [4,27]) and through iterative discussion within the 
research team. Once these broad topic areas were determined, they were 
refined and expanded into the specific survey questions, again through 
iterative discussion. In Round 1, we asked participants to rate the use-
fulness and feasibility of a list of possible tools and features (provided by 
the research team) as well as to suggest others and to comment on 
software requirements. We were mindful of the trade-off between 
obtaining comprehensive answers from respondents and the time taken 
for them to complete the survey. Thus, the questions were structured as a 
mix of closed questions (using rating scales) and optional open-ended 
questions to provide further detailed information about the reasoning 
behind each rating. The Round 1 questionnaire is included as Appendix 
1. We deployed the questionnaires using the Survey Monkey® system. 
Thirty-six respondents completed the survey. Round 1 took place in late 
November 2018 through January of 2019 and took respondents an 
average of 36 min to complete. 

For the second round, in early 2019, the results were fed back, 
including new suggestions and repeated questions from Round 1, to try 
to reach greater agreement. Answering the repeated Round 1 questions 
was optional so that if an expert had a change of mind, it could be re-
flected in the Round 2 results. Twenty-nine of the original respondents 
also completed Round 2. The new suggestions that were rated in Round 
2, based on suggestions from Round 1, are shown in Table 3 below. Data 
were analyzed using SPSS®. Our analysis also includes a selection of 
representative quotes that explain the reasons for ratings. 

4. Round 1 results 

4.1. Characteristics of the expert panel respondents 

Thirty-six of the invited and referred experts responded to Round 1 of 
the Delphi study. A little less than half (16) are from the U.S., with 5 

from Spain, 3 from New Zealand, two each from Germany and Nepal, 
and one each from several other countries in Europe, Asia, the Middle 
East, and Canada. The participants are diverse and well balanced among 
different types of background experiences, as shown below in Tables 1 
and 2. 

Note that participants could choose more than one work experience 
domain. To further explore these domains, we created mutually exclu-
sive and comprehensive categories by categorizing participants as 
shown in Table 2: 

To look for relationships between work experience domain and 
opinions, the respondents were re-classified into three groups: Creators, 
Users, and Both. Creators include researchers and software developers 
(39%). Users are the practitioners (19%). Both (42%) are those who have 
domain experience in both creating and using. Although the proportion 
of “pure users” is lower than we would have liked, the majority of the 
experts did have practitioner experience. 

In terms of relevant years of work experience related to social media 
use for EM, only 3 had 2 years or less; 10, 3–5 years; 15, 6–10 years; and 
8, over 10 years. Given the recency of the emergence of this field of 
expertise, this is a very experienced set of experts. Most participants are 
between 20 and 49 years old, which is consistent with the years reported 
working in the field. They are 69% male, which reflects the gender 
makeup of the field. 

4.2. Results 

4.2.1. Systems to be included 
Many of the existing prototype systems for collecting, categorizing, 

and analyzing Social Media posts for disaster work with only one Social 
Media platform, most often Twitter or Facebook [5]. The feasibility of 
creating systems for a single platform thus has been repeatedly 
demonstrated. However, it is not reasonable to expect EMs to use 
different software aids for different social media platforms and somehow 
integrate this information; 61% of the experts say it is not useful to have 
a system that uses only one SM platform. However, if the software 
analysis system could handle both Facebook and Twitter, then a sub-
stantial majority say it would be quite useful, as shown in Fig. 1 below: 

Next, the experts were asked what the “major” platforms would be 
for their country, if they were to have a system that handles and in-
tegrates information from “all major” social media platforms. The results 
are shown in Fig. 2. 

After Twitter and Facebook—mentioned by almost all—Instagram 
was checked by 21 of the 36 participants, WhatsApp by 18, YouTube by 
14, Flickr by 10, and several other platforms suggested by one to three. 
Among the platforms mentioned as “other”, Reddit, Pinterest, Discord, 
and Snapchat were on top. Note that each respondent had a specific but 
different list of systems that should be included for their country. The 
results of the question on the usefulness of a system that could integrate 
“all major” social media systems for a country are shown in Fig. 3. Over 
70% of the experts said this would be “very useful.” 

Though this design requirement—to include all major SM 
platforms—is considered very important, the feasibility of doing so is 
questioned by many of the experts, as shown in Fig. 4. Thus, the pan-
elists identified an important design challenge for the research 
community. 

Many participant comments highlight the types of challenges posed 
in building such a system, of which the following two quotes reflect 
frequent themes: 

Table 1 
Work experience is in the domain of (check all that apply).  

Software 
Design 

NGO 
EM 

Local 
gov’t EM 

State 
gov’t EM 

National 
gov’t EM 

Research 

18 7 13 8 9 22  
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“There are several aspects to developing the SM platform that integrates 
multiple social platforms. One of the primary issues that I struggle with is 
the restrictions applied on the data – while Twitter is one of the best op-
tions, Facebook has a lot of content that is more promising – however, 
accessing FB is a massive struggle given the platform restrictions. Most 
often, creating public FB pages that many people ‘like’ and contribute to is 
one of the very few means of getting data but is highly restrictive, time 
consuming and potentially biased.” 

“I think it would be incredibly useful to have a system that integrated 
multiple social media platforms, especially if it could be tailored to a local 
area. However, there are a lot of challenges. First, one has to identify the 
most commonly used platforms (which is in flux). Second, there are many 
interoperability issues. Each social media platform has a different API, 
different types of data (and associations between those data), different 
privacy settings, different terms of services, and different ways of repre-
senting user data and messages.” 

4.2.2. Useful features 
The usefulness and feasibility of specific features or capabilities that 

could or should be included in an ideal SM analysis system for the future 
were rated on semantic differential scales; the scales range from 1 (not 
useful/not feasible) to 7 (very useful/very feasible). Fig. 5 shows a few 
important features and their ranking by our participants. First, a system 
that identifies and categorizes different types of users on social 
media—such as eyewitnesses or NGOs—is considered very useful, as 
shown in Fig. 5 (a). A non-trivial issue of social media data is the lack of 
geographical information. Fig. 5 (b) highlights the importance of SM 
data classified by geographical location on a map. The identification and 
categorization of sub-events—i.e., issues caused by a major disaster from 
SM data—is perceived as very useful in Fig. 5 (c). Finally, the integration 
of a SM-based system into an existing information system of an orga-
nization is also seen as very useful, see Fig. 5 (d). 

In addition to textual messages, social media platforms are a rich 
source of other content types such as images and videos. Several 
research studies have demonstrated the usefulness of images posted on 
SM during disasters and emergency events [35–37]. We asked several 
questions to our participants regarding different uses of SM images for 
disaster response. Specifically, we asked about the relevancy of images 
for detecting damages, assessing the severity of damage, and identifying 
injured, trapped, and displaced people. Fig. 6(a–d) shows the ranking 
obtained for these questions. Overall, there is agreement among our 
participants that images on SM are very useful. 

In the rank ordered results shown below in Fig. 7, the means are 
reported with the “cannot say” responses removed. As can be seen in 
Fig. 7, all except the last three potential features (combining text and 

Table 2 
Work experience domains.   

Frequency Percent 

Software Design only 2 5.6 
Research only 7 19.4 
Practitioner only 8 22.2 
Software design and practitioner 4 11.1 
Software design and research 6 16.7 
Practitioner and research 3 8.3 
Software design, practitioner and research 6 16.7 
Total 36 100  

Fig. 1. How useful to an EM would a system be that handles: only Facebook, 
only Twitter, both Facebook and Twitter posts, but not other systems? 

Fig. 2. Suppose the aim is to have a system that handles and integrates in-
formation from “all major” SM platforms. What SM platforms should be 
included in the category of “major” for your country/location? 

Fig. 3. How useful would it be to have a real-time system that handles and 
integrates information from “all major” SM platforms customized for a partic-
ular country? 

Fig. 4. How feasible is it to implement a real-time system that handles and 
integrates information from “all major” SM platforms customized for a partic-
ular country? 
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image content or dealing with only Twitter or only Facebook), the means 
are well above 5 on the 7-point scale, so most of the potential features 
are rated as highly useful. In addition, the standard deviations are 
relatively small, indicating that the experts had a consensus about the 
usefulness of the features. 

A clear pattern emerges in the results: the usefulness of features is 
rated higher than the feasibility of developing or having the features 
(not shown). Statistical significance is not calculated but it appears that 
while there is enthusiasm for the features, there is less confidence that 
they can be implemented. 

Design choices for integrating SM data into existing IS systems used 
by EMs need further exploration. As one expert explains: 

“I am on the fence about this. In terms of utility, having “yet another 
system” is not great for responders. However, one can gain a lot more 
utility from the information with custom features that may only be 
available in a separate platform. In terms of feasibility, you can pipe in 
information to many other systems as long as there is an API with minimal 
technical restrictions (x tweets per hour). But as mentioned before, you 
can’t always perform a full complement of analyses in another platform. 
So the question is do you simply bring the raw data into the primary EM 
platform (or even another analytics platform) to combine with other 
tools/data or do you bring in the products (analyses - maps, graphs, re-
ports, etc.)? The latter may be problematic if responders want to conduct 
follow-up analyses. Which will be more useful? Not sure.” 

On a question about which information categories would be useful to 
organize for emergency managers, we received participants’ ratings as 
shown in Fig. 8. The top three categories include infrastructure damage 
reports, urgent needs of affected people, and injured people reports. 

4.2.3. Do ratings of usefulness and feasibility differ by the domain of expert 
experience? 

We divided the experts into three groups: Creators, Users, and Both. 
We examined if the ratings on usefulness and feasibility of features 
differs amongst these groups. Because the data are not normally 
distributed, we used non-parametric Kruskal-Wallis tests. Non- 
parametric tests will show if there are significant differences but will 
not show where they are. So, if a significant difference was found, we 
then tested the feature responses with ANOVA with Tukey’s post-hoc 
test. We are able to do that because while ANOVA (a parametric test) 
is not robust with non-normal data and thus may not find a significant 
difference that exists, it will not have false positives. That is, it will not 
find a significant difference where there is none. 

The Tukey’s post-hoc test showed a significant difference between 
how Creators and Users rated the usefulness of a system that only deals 
with Twitter posts: Creators rate the usefulness higher than Users. This 
type of result is important as, ultimately, Creators need to fulfill the 
needs of the Users through their designs of SM devices. 

Significant differences appeared between groups for the questions, 
“How feasible is it to implement a real-time system that handles and integrates 

Fig. 5. Useful Features in a SM data processing system.  
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information from “all major” social media platforms customized for a 
particular country?” and “A system that could dynamically extract 
emerging/unanticipated types of information from SM data during a disaster 
would be ____ feasible.” However, ANOVA was unable to determine which 
groups were significantly different from one another for these two 
questions. 

For the question, “A system that can combine both textual and image 
content on SM to enhance situational awareness would be ___ feasible,” Users 

thought it was more feasible than did the Creators. The same pattern 
occurred for the item, “A system that can combine both textual and image 
content on SM to enhance situational awareness would be ___ feasible.” It is 
possible this is because Creators may have a better understanding, in 
general, of design and implementation feasibility than do Users. 

Most of the features were rated similarly for usefulness and feasi-
bility by the groups of experts based upon domains of experience. This 
finding suggests that the chasm between practitioners and creators 

Fig. 6. Various features related to social media image processing and usefulness for emergency management.  

Fig. 7. The usefulness of features (means).  
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(researchers and technologists) is not as wide as we had feared. Thus, it 
seems possible to have the various experts come together in consensus to 
develop a ranked list of needed and feasible features. 

4.2.4. Differences by U.S. vs. other countries 
We also performed Mann-Whitney U tests to ascertain if the ratings 

of usability and feasibility of features varied by whether the expert was 
from the U.S. or not. The only significant difference was found for the 
feasibility of a system that can rate the trustworthiness of posts. The U.S. 
respondents rated the feasibility significantly lower than did the re-
spondents from other countries (Mann-Whitney U ¼ 21.5, p ¼ .017). 
That only one test showed significant differences is promising. It sug-
gests that future feature design will have global usefulness. 

5. Round 2 results 

For Round 2 of the Delphi study, suggestions from participants in 
Round 1 about issues or features that we might have missed were culled 
and edited into a new set of questions. These new items are shown in 
Table 3 below, with the labels for these variables to be used subse-
quently shown in bold. 

The frequency distributions as well as means and standard deviations 
for agreement with these items are shown in Table 4, with the items rank 
ordered by means. 

Note that when calculating the mean, only the responses on the se-
mantic differential scale were included. That is, “Cannot say” responses 
were included for frequencies, but not when the mean was calculated. As 
can be seen, the highest rating related to the new considerations is that 
dealing with the need for flexibility in classifications of posts, including 
being able to use multiple categories. However, the mean is lower than 
those for most of the features included in Round 1. This is a good sign 

that our first round likely included the major software considerations 
that are important to developers and emergency managers. 

Comments about flexibility include the following, which help to 
define the specifications needed: 

“Working with SM on a regular basis, I think a quality of this kind of data 
is that categories are only sticky to a point, thus flexibility of inspection 
and classification will be needed for many information tasks.” 

The lowest ranked of the new suggestions is including calls for help 
from Smart Home devices rather than just humans. The comments that 
shed light on this controversial suggestion include: 

“Smart Home devices serve a different purpose compared to social media 
for crisis response. They should probably be kept separated.” 

“Calls for help must go to people who actually coordinate emergency 
response, e.g. 911 dispatch centers or corporate call centers responsible 
for contacting 911. Emergency managers are often not appropriate end- 
users for systems supporting emergency response (especially during pe-
riods of stability when EOCs are inactive).” 

“I think including smart home devices is an interesting idea, but there are a 
lot of privacy concerns that would need to be worked through.” 

5.1. Comparison of round 1 and round 2 ratings 

Round 2 also repeated all of the questions from Round 1. Wilcoxon 
Matched Pairs tests were performed to test for significant differences 
between responses to the same question. Only the comparison of the 
usefulness of Facebook is significant, with the respondents finding 
Facebook less useful in Round 2. This can probably be attributed to the 
unfavorable news stories about Facebook that occurred in the interim, 
including revealed incidents about privacy issues and “fake news” on 
that platform in particular. Because there are no significant differences 
between Round 1 and Round 2 except for that question, and because our 
number of responses was a bit higher for Round 1, in consolidating re-
sults we used the means from Round 1 for the items repeated on both 
rounds. 

Combining the results of Rounds 1 and 2, the top 16 features for 
priority development, as rated by perceived usefulness, are found in 
Table 5: 

6. Discussion: summary, limitations, and conclusion 

In this paper, we summarize findings from a two round Delphi Study 
designed to understand how software can better support the SM needs of 
emergency managers. Experts in the study identified many useful fea-
tures for managing SM information during crises, but it seems that at 
least some of these features may be difficult to develop. For example, a 
system that could monitor multiple social media platforms was rated as 
highly useful by experts, but the feasibility of developing such a system 
was seen as challenging. Thus, the feasibility of developing these ca-
pabilities must be considered in combination with their usefulness. 

We presented a prioritized list of 16 features that experts would find 
useful in software to support social media use in emergency manage-
ment. This list will help software developers focus their attention on 
features that would be most useful for emergency managers. We note 
that some of the features on this list are logically linked; for instance, one 
would need better algorithms to identify geographic location for a post, 
to make the top-ranked feature of map-based displays very useful, and to 
integrate SM data into systems currently used by EMs. In explaining the 
latter link, one expert notes, “I do not think this is very feasible mainly 
because a majority of SM data is not geocoded. Implementing a generic 
location tagger is a difficult task especially when dealing with multiple lan-
guages.” In addition, it would make sense for a team to treat all desired 
features for automatic analysis of images rather than text, as a package, 

Fig. 8. Please check all types of information categories you think would be 
useful to organize information for EMs. 

Table 3 
New Round 2 Questions. Responses ranged from Strong disagree (1) to Strongly 
agree (7) with a Cannot say (8) option.  

To what extent do you agree with the following statements? 
a. security/privacy API restrictions on social media platforms are a serious issue 

affecting the feasibility of creating software to automatically identify and analyze 
posts during disasters. 

b. In classifying posts by categories, it would be important to have the flexibility to 
change categories and apply multiple categories. (Flexibility) 

c. I would encourage initiatives aimed at building and sharing large scale datasets. 
(share data) 

d. “Rumors” should be one of the tags or folders for classification of posts. 
e. Displays of results should include “dynamics”. 
f. A system should enable an EM to directly contact a user who has posted on social 

media. 
g. Future systems must take ethical issues into account. 
h. Social media should be combined in real-time with remote sensing data. 
i. Calls for help from Smart Home devices should be included in future systems.  
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and the same is true for the various aspects of a data classification 
system. 

6.1. Limitations 

One limitation of this study is that we had a limited number of 
participants from a relatively small number of countries. They repre-
sented the creators (software designers and researchers) and the users 
(Emergency Managers) who have studied software systems and their use 
by EMs. It would have been ideal to include more users, and we did 
contact hundreds through email, but we had limited success recruiting 
busy EMs to take part in the survey. Given that there is substantial “red 
tape” involved in adopting new systems to manage emergencies [3], it 
would also be good to incorporate elected officials or other policy 
makers as stakeholders, perhaps in a subsequent study in which they are 
given the results and asked to comment on barriers to implementation 
that they see from their perspective. 

Another limitation is that we had to restrict the number of software 
features and issues that could be included in the Delphi study, so as to 
not add to the questionnaire length and thereby decrease the completion 
rate. Additional issues that could be explored in a subsequent study, 
include the following:  

� What security requirements are needed for software applications that 
monitor social media?  
� Who should own such applications and how will they be maintained? 
� Who will have access to the information produced by these appli-

cations and what processes should be followed when granting or 
denying access? 

Moreover, since the main focus of this study was to understand useful 
software-related features and their feasibility, we did not study the is-
sues associated with SM data such as sample-selection bias, privacy, 
veracity. However, we remark that sometimes SM data alone is not 
suitable to draw conclusions. Important insights and signals from 
different SM platforms should be learned and analyzed together with 
other data sources (e.g., field assessment reports if available) to perform 
triangulation, fill-in missing gaps (data completeness), and improve data 
veracity. A sensor-fusion approach can help achieve these objectives 
[38]. 

6.2. Discussion and future work 

This study demonstrates that there is much room for improve-
ment—given a long list of useful features—regarding systems that sup-
port social media use in emergency management. Much work has 
focused on attempting to develop the features identified in this study, 
such as geographically mapping social media data [39], assessing 
disaster damage from social media images [36], and categorizing social 
media data by categories of users [40,41]. Yet it is clear there is much 
left to do. The purpose of this study was to help researchers, practi-
tioners, and technologists better understand needs, so future efforts can 
be more focused. 

A logical next step would be to form collaborative working groups on 
sets of features by holding sponsored (expense paid) workshops for 
software developers to organize a plan of work and a division of labor, 
which could then be continued by online communication and sharing 
data. As mentioned in the Limitations section, it would also be good to 
incorporate policy makers into a subsequent phase of the project, 
perhaps as a new Delphi round, or as participants in a workshop. 
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Appendix 1 

The Round 1 questionnaire consisted of 64 questions organized into eight sections focused on the themes of: consent (2 questions), participant 
emergency management experience (1), social media platforms (9), desirable features (2), additional features (14), other features (28), recommen-
dations (3) and participant demographics (5). There were 39 mandatory and 25 optional questions with a mix of 28 free text responses, one check box 
for multiple responses, three check boxes that also included a free text “other” option and 32 radio buttons for a single response. A full copy of the 
questionnaire is available from the authors upon request. 

The questionnaire begins with details of the co-investigators and references the principle institution conducting the research before asking for the 
participants name as shown below (Fig. 1). 

Table 4 
Responses to new round 2 questions (N ¼ 29).   

Strongly disagree 2 3 4 5 6 Strongly Agree Cannot say Mean Standard Deviation 

Flexibility 3.4 0 0 0 6.9 27.6 58.6 3.4 6.36 1.22 
Share Data 0 3.4 0 3.4 13.8 10.3 65.5 3.4 6.32 1.22 
Ethical issues 3.4 0 0 6.9 3.4 20.7 58.6 6.9 6.26 1.38 
Sensing data 3.4 3.4 0 3.4 13.8 24.1 41.4 10.3 5.88 1.56 
Dynamics 3.4 0 0 6.0 20.7 27.6 34.5 6.9 5.81 1.36 
API restrictions 3.4 0 6.9 3.4 10.3 31.0 34.5 10.3 5.77 1.53 
Rumors tag 0 6.9 0 13.8 3.4 24.1 37.9 13.8 5.76 1.56 
Contact User 0 3.4 3.4 24.1 10.3 17.2 34.5 6.9 5.48 1.50 
Smart Home Calls 0 3.4 10.3 10.3 6.9 24.1 20.7 24.1 5.32 1.59  

Table 5 
Top 16 features for priority development.  

1. Viewing SM data as classified by geographic location with map-based display 

2. Viewing SM data as generated by categories of users 
3. Dynamically extracting emerging information 
4. Automatically processing SM images to identify relevant ones 
5. Data Classification system 
6. Automatically processing SM images to identify whether or not an image shows 

damage 
7. Identifying the location of SM posts even without GPS tagging 
8. Handling and integrating information from all major SM platforms 
9. Ability to view SM data as categorized by sub events 
10. Automatically integrate SM data into any major IS system currently used by EMs 
11. View SM data as categorized by subevents 
12. Process images to assess severity 
13. Flexibility in categorization 
14. Automatically process SM images to identify injured, trapped, or displaced people 
15. Identify actionable information 
16. Data processed to rate trustworthiness  
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Fig. 1. Participant name question.  

Then an overview of the research and participant instructions are provided, as shown below, followed by a question to obtain explicit consent from 
the participant as shown in Fig. 2 below. 

Purpose 

The purpose of our project is to build a communications bridge between emergency responders for both governments and NGOs (non governmental 
organizations) working in Emergency Management and technologists and researchers who can provide the advances needed to realize SM’s (social 
media) full potential. This will create a synergy that will lead to a set of software requirements to better enable EMs (emergency managers) to gather an 
organized set of information from SM postings that is rated for trustworthiness and useable for decision making. 

Duration 

My participation in this study will last for approximately 4 months (2 surveys several months apart), each requiring 1–2 h to read background 
material and then answer thoroughly. 

I have been told that my participation in this research is important for the success of the research and that the results of this research study are 
expected to produce the following benefits to society and for me as a subject. 

Benefits for society and the subject 

I have been told that the benefits are: 
For society: recommendations and software requirements that will lead to more effective use of social media in crisis management, thus better 

protecting lives and property. 
For you: opportunity to exchange information and ideas with peers about future needed software systems related to social media and emergency 

management. 

Procedures 

I have been told that, during the course of this study, the following will occur:  

1. Potential participants will be asked to answer a short questionnaire indicating their interest and describing their relevant expertise.  
2. From these applicants, a balanced panel of experts will be invited to participate in two rounds of online questionnaires (known as a “Delphi” design 

of a study, which consists of two or more rounds of structured written exchanges between anonymous experts with different types of expertise 
relevant for a topic.) Our topic is the desirability and feasibility of a number of software enhancements for managing social media input to 
emergency managers. Our 8 categories of experts include software developers, researchers, government emergency managers, and NGO emer-
gency managers, from the U.S. and internationally.  

3. Results of Round 1 will be fed back to participants, with Round 2 asking for re-ratings.  
4. Participants will receive a draft report of findings prior to public release and invited to comment. 

Participants 

I will be one of about 50 participants in this study. 

Exclusions 

I will inform the researcher if any of the following apply to me:  

1. You must be at least 18 years of age.  
2. You must be fluent in written English. 

Risks/discomforts 

I have been told that the study described above may involve the following risks and/or discomforts: 
As an online participant in this research, there is always the risk of intrusion by outside agents (i.e. hacking) and, therefore the possibility of being 

identified exists. 
There also may be risks and discomforts that are not yet known. 
I fully recognize that there are risks that I may be exposed to by volunteering in this study which are inherent in participating in any study; I 

understand that I am not covered by 〈redacted〉’s insurance policy for any injury or loss I might sustain in the course of participating in the study. 
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Confidentiality 

I understand that confidential is not the same as anonymous. Confidential means that my name will not be disclosed if there exists a documented 
linkage between my identity and my responses as recorded in the research records. Every effort will be made to maintain the confidentiality of my 
study records. If the findings from the study are published, I will not be identified by name. My identity will remain confidential unless disclosure is 
required by law. 

Note 1: You will be assigned an ID based on this form; the file that matches the names and ID number will be kept separately and in a secure 
location; thus the data file that contains your answers will not be identifiable by name. 

Note 2: If you agree, the final report on the study will list your name in a list of expert participants; if you do not explicitly agree, your name will not 
be included as a contributor to the research. 

Right to refuse or withdraw 

I understand that my participation is voluntary and I may refuse to participate, or may discontinue my participation at any time with no adverse 
consequences. I also understand that the investigator has the right to withdraw me from the study at any time. 

Individual to contact 

If I have any questions about my treatment or research procedures, I understand that I should contact the principal investigator at: 〈redacted〉. 
If I have any additional questions about my rights as a research subject, I may contact: <redacted〉.

Fig. 2. The Consent question.  

The figures below show a selection of questions from the survey instrument. The question in Fig. 3 corresponds to the results shown in Tables 1 and 
2 above. Note the asterisk (*) next to the question number (3 in this case) indicates that the question is mandatory. This is an example of a check box 
question where the participant can select multiple responses.

Fig. 3. Participant work/experience.  

Fig. 4 shows the first four questions in the social media section of the survey where each is a radio button allowing only a single response. This 
section is preceded by an introduction describing the purpose of the survey in terms of identifying software enhancements as follows: 

Our overarching goal is to make social media more useable for emergency managers (EMs) to gather and assess information from the public, to aid 
in “situational awareness” and decision making. In the research literature, there are many systems described that take the form of gathering infor-
mation from social media (SM) posts during a crisis and processing it by organizing it, displaying it, and/or assessing its validity, etc. The purpose of 
this study is to gather expert wisdom about the potential usability and feasibility of a number of such possible software enhancements, in order to 
arrive at a set of requirements to guide future developments. We begin in this round with your ratings of an initial set of possible improvements that are 
already specified in the current literature, and then ask you to add additional improvements you think will help EMs more effectively use SM. Please 
supply as many comments as you can in the text boxes, in terms of additional ideas or reasons for your ratings. 

If you do not have experience with software engineering, you should check “cannot say” when estimating feasibility of a possible enhancement. 
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Fig. 4. Example Social Media Platform questions.  

Fig. 5 shows the two “Desirable Features” questions while Fig. 6 shows the first four questions from the “Additional Features” section. Questions 15 
and 17 in Fig. 6 show that some questions have multiple responses.

Fig. 5. Desirable Features questions.   
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Fig. 6. Example Additional Features questions.  

Fig. 7 shows the first four questions from the “Other Features” section.

Fig. 7. Example Other Features questions.  

Fig. 8 shows the three “Your Recommendations” questions and Fig. 9 the participant demographics questions. 
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Fig. 8. The three Your Recommendations questions.  

Fig. 9. Demographic questions.  

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.ijdrr.2019.101367. 
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