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Descriptive and visual summaries of disaster events using artificial intelligence
techniques: case studies of Hurricanes Harvey, Irma, and Maria
Firoj Alam , Ferda Ofli and Muhammad Imran

Qatar Computing Research Institute, Hamad Bin Khalifa University, Doha, Qatar

ABSTRACT
People increasingly use microblogging platforms such as Twitter during natural disasters and
emergencies. Research studies have revealed the usefulness of the data available on Twitter for
several disaster response tasks. However, making sense of social media data is a challenging task
due to several reasons such as limitations of available tools to analyse high-volume and high-
velocity data streams, dealing with information overload, among others. To eliminate such
limitations, in this work, we first show that textual and imagery content on social media provide
complementary information useful to improve situational awareness. We then explore ways in
which various Artificial Intelligence techniques from Natural Language Processing and Computer
Vision fields can exploit such complementary information generated during disaster events.
Finally, we propose a methodological approach that combines several computational techniques
effectively in a unified framework to help humanitarian organisations in their relief efforts. We
conduct extensive experiments using textual and imagery content from millions of tweets
posted during the three major disaster events in the 2017 Atlantic Hurricane season. Our study
reveals that the distributions of various types of useful information can inform crisis managers
and responders and facilitate the development of future automated systems for disaster
management.
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1. Introduction

Three devastating natural disasters in 2017, namely Hur-
ricane Harvey, Hurricane Irma, and Hurricane Maria,
caused catastrophic damage worth billions of dollars
and numerous fatalities, and left thousands of affected
people. During such life-threatening emergencies,
affected and vulnerable people, humanitarian organis-
ations, and other concerned authorities search for infor-
mation useful to prevent a crisis if possible or help
victims. During disasters and emergencies, humanitarian
organisations and other government agencies, public
health authorities, and military are tasked with responsi-
bilities to save lives and reach out to people who need
help (Gralla, Goentzel, and VandeWalle 2013). These
formal response organisations rely on timely and cred-
ible information to make rapid decisions to launch relief
operations. The information needs of these stakeholders
vary depending on their role, responsibilities, and the
situation they are dealing with (Vieweg, Castillo, and
Imran 2014). However, during time-critical situations,
the importance of timely and factual information
increases, especially when no other traditional infor-
mation sources such as TV or Radio are available
(Vieweg 2012; Castillo 2016).

The growing use of Information and Communication
Technologies (ICT), mobile technologies, and social
media platforms such as Twitter and Facebook has pro-
vided easy-to-use and effective opportunities to the gen-
eral public to disseminate and ingest information.
Millions of people increasingly use social media during
natural and human-induced disasters (Hughes and
Palen 2009; Purohit et al. 2014; Castillo 2016). Research
studies have demonstrated the usefulness of social media
information for a variety of humanitarian tasks such as
‘situational awareness’ (Starbird et al. 2010; Vieweg
2012). Although, information available on social media
could be useful for response agencies, making sense of
it under time-critical situations is a challenging task
(Hiltz and Plotnick 2013). For instance, due to high-
volume and high-velocity of social media data streams,
manual analysis of thousands of social media messages
is impossible (Hiltz, Kushma, and Plotnick 2014; Ludwig
et al. 2015).

Making sense of social media data to help responders
involves solving multi-faceted challenges including par-
sing unstructured and brief content, filtering out irrele-
vant and noisy content, handling information overload,
among others. Over the last few years, a number of
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Artificial Intelligence (AI) techniques and computational
methods have been proposed which try to learn useful
information from social media data for disaster response
and management under time-critical situations (Stieglitz
et al. 2018a; Stieglitz, Mirbabaie, and Milde 2018). These
techniques aim to solve various challenges ranging from
information filtering, overload, and categorisation to
summarisation (Imran et al. 2015; Castillo 2016; Rudra
et al. 2016). Despite extensive work in the past, limited
focus has been given to understand the usefulness of
multimodal content (e.g. images, text, and videos) on
social networks.

In this study, we describe a methodological approach
based on the state-of-the-art AI techniques ranging
from unsupervised to supervised learning for an in-
depth analysis of multimodal social media data col-
lected during disasters. Furthermore, we present three
case studies where we apply the proposed methodology
on the Twitter data collected during three disasters,
namely Hurricanes Harvey, Irma, and Maria, for a
comprehensive understanding of these real-world
devastating crisis events. Specifically, we perform senti-
ment analysis to comprehend how people’s thoughts
and feelings change over time as disaster events pro-
gress. To help concerned authorities to quickly sift
through big crisis data, we employ clustering techniques
to group semantically similar messages and find high-
level categories. We use topic modelling techniques to
understand the different topics discussed during each
day. To help humanitarian organisations fulfil their
specific information needs, we use supervised classifi-
cation techniques to classify both textual and imagery
content into humanitarian categories. Furthermore,
we employ named-entity recognition (NER) techniques
to identify critical entities such as persons, organis-
ations, and locations to understand the data and con-
text around it better. We also make our data available
at the CrisisNLP1 repository for researchers and prac-
titioners to advance research in this field. We publish
tweet ids and a tool to download full tweet content
from Twitter. We believe our methodological, empiri-
cal, and dataset contributions will also shed light in
human–computer interaction research for understand-
ing user communication types and behaviours in online
social networks during disasters (Wobbrock and Kientz
2016).

The rest of the paper is organised as follows. In Sec-
tion 2, we present the main objectives of our study fol-
lowed by a review of the literature in Section 3. Then,
we describe our data collection details in Section 4.
Later in Section 5, we present our experiments and
analysis results. We discuss our findings in Section 6,
and finally, conclude the paper in Section 7.

2. Objectives of the analysis

Depending on their role and capacity, the information
needs of formal response organisations and other huma-
nitarian non-governmental organisations (NGOs) vary.
Moreover, local government departments such as police,
fire, and municipality, among others, seek information
that is aligned with their response priorities as well as
the given crisis situation, its context, severity, and evol-
ution over time. For instance, many humanitarian
organisations seek high-level information about a crisis
situation such as the scale of the disaster event, affected
population size in the disaster zone, urgent needs of
the affected people such as food, water, and shelter,
and overall economic impact of the disaster. In contrast,
other organisations such as police forces seek infor-
mation concerning individual emergency situations
such as reports of trapped people that need to be rescued
or injured people that need urgent medical assistance,
etc. Such cases require the immediate attention of con-
cerned authorities. These varying information needs of
different humanitarian stakeholders can be classified
into two main categories: (i) information needs that
help authorities to understand the ‘big picture’ of a situ-
ation, i.e. ‘situational awareness’ (Vieweg et al. 2010), and
(ii) information needs that help authorities to launch a
rapid response to an emergency situation, i.e. ‘actionable
information’ (Zade et al. 2018). This work focuses mainly
on improving situational awareness of humanitarian
organisations about a disaster event. The three main
research questions that we address in this study are the
following:

RQ 1: How do different content types (i.e. textual and
imagery content) convey complementary useful
information to improve situational awareness?

RQ 2: In which ways can computational techniques, such
as topic modelling, clustering, sentiment analysis,
named-entity recognition, and classification, be
used to process textual as well as imagery data in
social media specifically to improve situational
awareness?

RQ 3: How can we devise a methodology that capitalises
on several computational techniques effectively in a
unified framework to help humanitarian organis-
ations in their relief efforts (mainly related to situa-
tional awareness)?

In order to answer these questions, we analyse data
collected from Twitter during three natural disasters
and perform an extensive analysis of both textual and
imagery content.
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2.1. Textual content analysis

We seek to gain an understanding of the textual infor-
mation posted on social media during disasters from
different angles. With a target to fulfil situational aware-
ness needs of different humanitarian organisations, in
this work, we employ several state-of-the-art AI tech-
niques to analyse and understand useful information
for humanitarian decision-makers and responders
while filtering out irrelevant information to reduce infor-
mation overload burden on responders.

2.1.1. Targeting specific information needs
Many humanitarian organisations have predetermined
information needs. For example, the United Nations
(UN) humanitarian organisations use a cluster coordi-
nation approach in which different organisations focus
on different humanitarian tasks2 (Vieweg, Castillo, and
Imran 2014). For instance, the World Health Organis-
ation (WHO) focuses on health, the United Nations
Children’s Fund (UNICEF) on children and education,
and the World Food Programme (WFP) on food secur-
ity. In this work, we take a longitudinal approach to
cover the different information needs of UN organis-
ations. First, we define a taxonomy of information
needs learned from previous studies (Imran et al.
2015), and then use supervised machine learning tech-
niques to automatically categorise the collected data
into the predefined categories. The categories included
in our taxonomy representing several humanitarian
information needs are as follows:

. Injured or dead people: corresponds to the reports of
injured people and fatalities due to the disaster.

. Infrastructure and utility damage: corresponds to the
reports of damage to infrastructures such as buildings,
bridges, roads, houses, and other utility services such
as power lines and water pipes.

. Caution and advice: messages that contain warnings,
cautions, and advice about the disaster that could be
useful for other vulnerable people or humanitarian
organisations.

. Donation and volunteering: corresponds to the mess-
ages containing requests for donations of goods,
money, food, water, shelter, etc. and/or messages con-
taining donation offers.

. Affected individual: corresponds to the reports of
affected people due to the disaster.

. Missing and found people: corresponds to the reports
of missing or found people due to the disaster.

. Sympathy and support: corresponds to the messages
that show any type of sympathy or support towards
the victims of the disaster.

. Personal: corresponds to the personal updates that are
mostly useful for an individual’s family and friends,
but probably not for humanitarian organisations.

. Other useful information: corresponds to the mess-
ages, which do not belong to any of the above cat-
egories but are still useful and potentially important
for humanitarian organisations.

. Irrelevant or not related: corresponds to the messages
which are not in English or not relevant to the disaster
or irrelevant for humanitarian response.

Topics of discussion on social media during different
disasters vary and, even within an event, topics change
rapidly (Imran, Mitra, and Srivastava 2016). One factor
that might cause a change in the topic of discussion is
varying aid needs of affected people. To understand the
temporal variance between different informational cat-
egories in the taxonomy, we aim to investigate the distri-
bution of the classified messages over time.

2.1.2. Identifying sentiment
Determining the sentiment of people during disasters
and emergencies can help understand people’s concerns,
panics, and emotional feelings regarding various issues
related to the event. It also helps responders establish
stronger situational awareness of the disaster zone
(Nagy and Stamberger 2012; Caragea et al. 2014). To
establish such an understanding, we aim to perform
the sentiment analysis on the collected data. With this
analysis, we expect to find issues that cause anger and
negative sentiment among affected people and outsiders.
Humanitarian organisations can see this as a tool to keep
an eye on public sentiment to find critical issues affecting
large populations and plan their response in a timely
manner.

2.1.3. Identifying critical entities (persons, locations,
organisations)
Rapidly assessing a situation is critical for effective disas-
ter response. Three typical entities have been recognised
as fundamental elements in natural language processing
(NLP): ‘persons’, ‘ organisations’ and ‘locations’ (Finkel,
Trond, and Manning 2005). These named entities in text
messages provide ways to understand the data and con-
text around it better. Among other ways, finding entities
could help crisis managers rapidly sift through thou-
sands of messages while discarding noise. For instance,
a location unrelated to the event or the name of a past
event can be used to filter out all messages that mention
them. The name of a well-known organisation (e.g. a
non-governmental organisation (NGO), a government
agency or an established media corporation) mentioned
in a message makes the message more trustworthy than

BEHAVIOUR & INFORMATION TECHNOLOGY 3



if delivered by an unknown source. The location name of
a specific street, bridge, park or river can help managers
to send a rescue team to the right place. The name of a
person can be used to identify a local contact or under-
stand that an important person is missing. To extract
such entities, we use the Stanford Named-Entity Recog-
nizer (Finkel, Trond, and Manning 2005) in this work.

2.1.4. Tracking incidents
Large-scale disasters that are either too severe (e.g.
intense earthquakes) or long-running (e.g. wars, confl-
icts) usually cause many small-scale incidents, which
are troublesome to small communities or a limited num-
ber of people. Examples of such small-scale events
include ‘airport shutdown due to an earthquake’, ‘school
closures due to hurricane warnings’, etc. Many of such
events are hard to anticipate by humanitarian organis-
ations beforehand. Therefore, responders are usually
not well-prepared to handle them. Timely identification
of small-scale events after a big disaster can facilitate
humanitarian responders launch timely response to
help those who are in need or address the issue. For
this purpose, we introduce the ‘Other useful information’
category in the taxonomy described above. This category
contains messages that do not belong to any of the infor-
mative categories in the taxonomy but convey important
information potentially useful for humanitarian respon-
ders. We expect small-scale issues and incidents to
appear in this category. Since the types of information
present in the messages that belong to the ‘Other useful
information’ category are not known, we cannot use
supervised machine learning techniques to understand
what those incidents or discussion topics are during a
disaster. Instead, similar to Imran and Castillo (2015),
we use a state-of-the-art topic modelling technique called
Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan
2003) to identify the latent events or topics in the ‘Other
useful information’ category.

2.2. Multimedia content analysis

Capturing the moment via images or videos, and sharing
them online has already become a usual habit for many
social media users. Thanks to this new phenomenon,
social media users can easily share much more infor-
mation in a much more effective way than just typing
up text messages to share their feelings and opinions.
Therefore, analysis of this multimedia content (i.e.
images and videos) bears significant potential, especially
in the context of crisis response and management. For
instance, an image can provide more information
about the severity and extent of damage caused by a dis-
aster, more detailed understanding of shelter needs and

quality, more accurate assessment of ongoing rescue
operations, faster identification of lost or injured people,
etc. The importance of multimedia content has also been
highlighted by Reuter et al. (2016) in a survey study with
761 emergency service staff. According to their report,
two-thirds of the respondents think both images and
videos are good sources of information during emergen-
cies. However, implications of the multimedia content
on social media have not yet been studied in depth,
unlike their text-only counterparts. There are only a
few recent studies in this emerging research area that
explore how social media image and video content can
provide critical information, especially during crisis
events such as natural disasters, for emergency manage-
ment and response organisations. Due to the fairly nas-
cent nature of the domain, we will focus only on the
analysis of imagery content in this study.

2.2.1. Identifying relevant and unique imagery
content
Although images on social media can provide valuable
information during emergencies, not all of the collected
images are related to the crisis event itself or present rel-
evant information for emergency management and
response organisations (Chen et al. 2013; Peters and de
Albuquerque 2015; Nguyen et al. 2017b). Social media
users can post all sorts of images using event-specific
hashtags (such as #HurricaneHarvey, #HurricaneIrma,
or #HurricaneMaria) to advertise their content even
though this can be considered as unethical behaviour
during natural disasters and emergencies. Besides rele-
vancy, redundancy in social media images is another
important issue that needs to be addressed in order to
extract succinct information useful for humanitarian
organisations. People can just re-tweet an existing
image (i.e. exact duplicates) or share slightly-altered
(e.g. rescaled, cropped, text embedded, etc.) versions of
an existing image (i.e. near duplicates). These images
usually do not provide any additional contextual infor-
mation, and hence, should be eliminated from the data
processing pipeline for optimal use of time as well as
human and machine computation resources during
time-critical crisis situations. In light of the aforemen-
tioned studies, we investigate the feasibility of cleaning
social media imagery data from irrelevant and redundant
content and analyse whether social media imagery can be
a source of information for crisis response and
management.

2.2.2. Extracting useful information
Detection of relevant and unique imagery content is cer-
tainly necessary but not sufficient in the context of crisis
response and management. Humanitarian organisations
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do need more concise situational awareness information
to assess the overall crisis situation. In order to utilise the
full potential of imagery content available on social
media, accuratemachine learningmodels should be devel-
oped for each particular humanitarian use case. For
example, understanding the extent of the infrastructure
and utility damage caused by a disaster is one of the core
situational awareness tasks listed earlier. Several studies
in the literature have already shown that social media
images can be analysed for automatic damage assessment
in addition to the textual content analysis (Liang, Caverlee,
and Mander 2013a; Daly and Thom 2016; Lagerstrom
et al. 2016; Nguyen et al. 2017c). Inspired by these studies,
we perform an infrastructural damage assessment task on
cleaned social media imagery content.

3. Literature review

In this section, we first discuss related work that focuses
on crisis informatics. Then, we highlight some of the rel-
evant state-of-the-art work on supervised and unsuper-
vised techniques for analysing text and images.

3.1. Social media-driven crisis informatics

Crisis informatics, or crisis computing, is an emerging
interdisciplinary field, which combines computing and
the knowledge of social science to extract disaster-related
information (Soden and Palen 2018). In this field, a
major focus is to use and exploit social media data due
to its timely availability and abundance. Social media
analytics is the term that is commonly used for the analy-
sis of social media data by combining and adopting
different computational methods (Stieglitz et al. 2018c,
2018b). Several studies highlight the benefits of social
media analytics, which builds upon social media plat-
forms such as Twitter and Facebook, for curating, ana-
lysing and summarising crisis-related information to
help decision-makers and relief efforts (Vieweg et al.
2010; Terpstra et al. 2012; Imran et al. 2014, 2015;
Nazer et al. 2017; Tsou et al. 2017; Reuter and Kaufhold
2018). The related literature in this domain can be
divided into two categories, namely (i) ‘situational
awareness’, which corresponds to research work that
focuses on understanding the big picture during a disas-
ter event and (ii) ‘actionable’, which corresponds to
works that focus on identifying and extracting actionable
information that enables first responders to help victims.

3.1.1. Situational awareness information
processing
The concept of situational awareness refers to the under-
standing of the ‘big picture’ in an emergency situation

(Vieweg 2012). The more situational awareness formal
humanitarian organisations and people have, the better
prepared they are to make informed decisions. Several
studies contribute towards enhancing situational aware-
ness of an event using social media, and most of them
focus on Twitter mainly because of its timeliness and
availability of information from a large user base. For
instance, Kryvasheyeu et al. (2016) present that physical
disaster effects as well as real and perceived threats are
directly observable through the intensity and compo-
sition of Twitter messages. Moreover, Hagen et al.
(2017) analyse Twitter network structure to understand
the flow of information and how different actors and
communities contribute towards influential topics. Simi-
larly, Kim and Hastak (2018) explore how emergency
agencies and organisations can better plan operation
strategies for a disaster by utilising individuals’ infor-
mation on a social network.

Inspired by such studies, Landwehr et al. (2016) pre-
sent a Twitter tracking and analysis system, called
TWRsms, and elaborate on the associated challenges to
deploy such a system. Their system targets a particular
place, Padang Indonesia. They report that using this sys-
tem they can identify where the population is, who are
the local opinion leaders, and also the content of the
tweets. Their findings suggest that identifying local
opinion leaders can be helpful for early warning. Later
on, Avvenuti et al. (2017) propose ‘Earthquake Alerts
and Report System,’ which exploits tweets to understand
how such a system can be useful during crisis-related
events. The system collects tweets during an ongoing cri-
sis event, filters irrelevant content, detects an event,
assesses damage, and for the sake of comprehensibility,
it provides a visualisation. The authors conclude that
such a system is highly important for crisis-related
events.

For a more comprehensive survey of the literature on
the analysis of social media data using different AI tech-
niques and computational methods in the crisis infor-
matics domain, we refer the reader to Imran et al.
(2015) and Castillo (2016).

3.1.2. Actionable information processing
In contrast to the concept of situational awareness,
actionable information research works focus on how to
obtain the right information for the right person (i.e. dis-
aster responder) at the right time during a disaster event.
For instance, Zade et al. (2018) conducted a large-scale
survey and interviewed several officials from humanitar-
ian organisations. The authors identified that the notion
of actionability differ from responder to responder, and
there are several factors that inform whether a piece of
information is actionable or not. These factors include
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timeliness, location, information source credibility,
responder’s role, and context.

Compared to situational awareness research, very lim-
ited focus has been given to learn the actionability of
social media content during disasters. A recent study
by Avvenuti et al. (2018) investigates this crucial aspect
and presents a system called CrisMap, which extracts
potential crisis-related actionable information from
tweets by adopting a classification technique based on
word embeddings and by exploiting a combination of
readily-available semantic annotators to geo-parse
tweets. The system then visualises the extracted infor-
mation in customisable web-based dashboards and
maps. This is very initial step towards modelling action-
ability of social media content, which needs more focus
from the research community.

3.2. Clustering

Clustering is an unsupervised machine learning
approach that can be used for categorising text docu-
ments into groups. There are different clustering algor-
ithms including partition- (e.g. K-means), hierarchical-
(e.g. BRICH), density- (e.g. DBSCAN), grid- (e.g.
Wave-Cluster), and model-based (e.g. EM) approaches.
A number of surveys have been already reported in the
literature on different clustering approaches (Fahad
et al. 2014; Xu and Tian 2015). In this study, we use
K-means algorithm (Hartigan and Wong 1979), which
is the simplest and yet computationally efficient algor-
ithm among others, thanks to its lower algorithmic
complexity.

3.3. Tweet classification

For general tweet classification task, current literature
shows the use of classic algorithms such as Maximum
Entropy, Logistic Regression, Random Forest, Naïve
Bayes classifier, and Conditional Random Fields
(CRFs) and deep learning-based techniques such as Con-
volutional Neural Networks (CNN) (Nguyen et al.
2017a), and Long-Short-Term-Memory Networks
(LSTM) (Rosenthal, Farra, and Nakov 2017). For the
tweet classification task in this study, we use a classifier
developed based on the Random Forest learning scheme.

3.4. Sentiment analysis

The state-of-the-art research on sentiment analysis focus
mostly on classifying sentiment in either one of two
labels, i.e. positive or negative, or five labels, i.e. very
positive to very negative, from textual information
(Pang and Lee 2008) such as movie-reviews (Pang, Lee,

and Vaithyanathan 2002), tweets (Paltoglou and Thel-
wall 2010), and newspaper articles and comments
(Celli et al. 2016). For sentiment analysis, one of the
common approaches is to use a sentiment lexicon (e.g.
SentiWordNet, Sentiment Treebank, and Psycholinguis-
tic features) as features for designing the sentiment clas-
sifier (Socher et al. 2013; Cambria et al. 2016). In Nagy
and Stamberger (2012), the authors report the use of
emoticons along with SentiWordNet helps in improving
the classification of sentiment from microblogs dataset
collected during disasters and crises. Socher et al.
(2013) present the use ‘Sentiment Treebank’ can help
in detecting sentiment labels with an accuracy of 80.7 –
85.4%. Other common approaches include the utilisation
of word embeddings along with deep neural networks.
More extensive comparative studies can be found in
SemEval tweet classification task (Rosenthal, Farra, and
Nakov 2017). Over time several open-source tools have
also been developed for sentiment analysis. The most
widely-used tool is the Stanford CoreNLP Natural
Language Processing Toolkit (Manning et al. 2014b),
which supports all preprocessing to sentiment classifi-
cation methods. In our study, we use Stanford sentiment
analysis toolkit, which allows us to classify tweets with
five labels, i.e. very positive to very negative.

3.5. Named-entity recognition

The task of Named-Entity Recognition (NER) has a long
history in NLP for extracting entities from newspaper
articles (Alam, Magnini, and Zanoli 2015). These are
mainly based on generative machine learning models.
The extraction of named entities from tweets is more
challenging due to the noisy structure of social media
data. Recent approaches for entity recognition from
tweets include LSTM, Bidirectional-LSTM, and CRFs
(Baldwin et al. 2015; Limsopatham and Collier 2016;
He and Sun 2017). For the NER task, we use the Stanford
NER toolkit, which is based on CRFs (Finkel, Trond, and
Manning 2005; Manning et al. 2014a). The F1-score of
the system is 88.76% on CoNLL 2003 dataset.

3.6. Topic modelling

Because the supervised approaches for text classification
require human annotated labels, the use of the semi-
supervised and unsupervised approaches has started
increasing in the last decade or so. In the text analysis
domain, one of the well-known techniques is topic mod-
elling, which uses Latent Dirichlet Allocation (LDA)
based on a generative probabilistic model (Blei, Ng,
and Jordan 2003). LDA provides an explicit represen-
tation of textual content. For tweet analysis, there are
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many studies which analyse tweets to extract infor-
mation using different variants of LDA topic modelling
technique (Hong and Davison 2010; Mendoza, Poblete,
and Castillo 2010; Chae et al. 2014; Yang et al. 2014;
Gründer-Fahrer et al. 2018). Therefore, our study of
topic modelling is also based on LDA. The work by
Gründer-Fahrer et al. (2018) stands out among others
since it uses LDA followed by a visualisation approach,
as discussed in (Sievert and Shirley 2014), for analysing
the results of the topic models, relevance ranking, and
identifying topic labels. Such work is quite inspiring for
future research.

3.7. Image processing

In addition to the textual content analysis, recent studies
have also been focusing on the analysis of imagery con-
tent shared on social media (Alam, Imran, and Ofli 2017;
Nguyen et al. 2017b, 2017c). Combining textual and
visual content can provide highly relevant information.
For instance, Bica, Palen, and Bopp (2017) study the
social media images posted during two major earth-
quakes in Nepal during April-May 2015. Their study
focuses on identifying geotagged images and their associ-
ated damage, local vs. global information fusion with
images and they also develop an annotation scheme for
image analysis. Their findings suggest that global Twitter
users emphasise recovery and relief efforts while local
users emphasise suffering and major damage. More
recently, Alam, Ofli, and Imran (2018b) present an
image processing pipeline to extract meaningful infor-
mation from social media images during a crisis situ-
ation, which has been developed using deep learning-
based techniques. For this study, we use the same system
to execute all of our image processing tasks.

4. Data collection and description

This study uses Twitter data collected during three
natural disasters: Hurricanes Harvey, Irma, and
Maria. We decided to focus on these three hurricanes
among others during the 2017 Atlantic hurricane sea-
son3 based on the following two criteria: (i) whether
the hurricane was classified as Category 4 or higher
and (ii) whether the hurricane made landfall in a
human-populated area. These two criteria indicate the
most critical disaster events with extremely high
societal disturbance and community harm. We used
the Twitter streaming API to collect tweets that
match with event-specific keywords and hashtags.
This API returns 1% of the whole Twitter data at a par-
ticular time. As discussed earlier, images convey more
information about the disaster situation than simple

words, and hence, analysis of social media image data
bears significant potential for crisis response and man-
agement purposes. A reasonable proportion of tweets
posted during natural disasters include imagery con-
tent. In this study, we also collected images and ana-
lysed them. In the following subsections, we discuss
the details of the dataset for each event.

4.1. Hurricane Harvey

According to Wikipedia4, Hurricane Harvey was a Cat-
egory 4 storm when it hit Texas, USA on 25 August
2017. It caused nearly USD 125 billion in damage,
which is record-breaking compared with any natural dis-
aster in US history. For Hurricane Harvey, we started the
data collection on 25 August 2017 using keywords: ‘Hur-
ricane Harvey’, ‘Harvey’, ‘HurricaneHarvey’ and ended
on 5 September 2017. In total, 6,732,546 tweets were col-
lected during this period. Figure 1 (left chart) depicts the
distribution of daily tweets in this collection. Surpris-
ingly, we have a significantly lower number of tweets
(i.e. less than 0.25 million per day) from August 25 to
August 285 compared to the next five days where a
two-million-tweet peak can be observed on a single
day, i.e. August 30. Among the Hurricane Harvey
tweet data, 115,525 were found to have an image URL,
out of which a total of 110,597 images were collected.
Figure 2 (left chart) shows the distribution of image
tweets on each day.

4.2. Hurricane Irma

Hurricane Irma6 caused catastrophic damage in Bar-
buda, Saint Barthelemy, Saint Martin, Anguilla, and
the Virgin Islands. On Friday September 8, a hurricane
warning was issued for the Florida Keys and the Florida
governor ordered all public schools and colleges to be
closed. The Irma storm was a Category 5 hurricane,
which caused USD 64.7 billion in damage. We collected
Hurricane Irma-related data from Twitter starting from
6 September 2017 to 19 September 2017 using the key-
words: ‘Hurricane Irma’, ‘Irma storm’, ‘Irma’. In total,
1,207,272 tweets were collected during this period.
Figure 1 (middle chart) shows the distribution of daily
tweets of Hurricane Irma data. On the first day (i.e. Sep-
tember 6), we can see a surge of tweets in which more
than 300,000 tweets were collected. However, during
the next days the distribution stayed steady around
50,000 tweets per day. Besides, 60,973 of these Hurricane
Irma tweet data contained image URLs, and we were able
to download 60,932 of those images. The distribution of
image tweets across days is shown in Figure 2 (middle
chart).
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4.3. Hurricane Maria

Hurricane Maria7 was a Category 5 hurricane that
slammed Dominica and Puerto Rico and caused USD
90 billion in damage, resulting in thousands of deaths
while leaving many more without homes, electricity,
food, and drinking water. The data collection for Hurri-
cane Maria was started on 20 September 2017 and ended
on 3 October 2017. In total, we collected 1,096,335 tweets
during this period using keywords: ‘Hurricane Maria’,
‘HurricaneMaria’, ‘Tropical Storm Maria’, ‘Maria
Storm’. The right chart in Figure 1 shows the daily
tweet distribution for the Hurricane Maria data.8 From
the Hurricane Maria data, we found 19,681 tweets with
image URLs and we were able to download all of them.
The distribution of image tweets collected on each day
is shown in Figure 2 (right chart).

We note that the keywords selected to collect data are
high-level but still specific to all three hurricane events.
The Twitter API returns tweets that mention these key-
words. However, high-level keywords could bring more
noisy data compared to specific keywords. This is due
to the irrelevant messages that people post about mun-
dane events, advertisements, jokes, etc.

On average, the daily volume of tweets containing
images is higher for Hurricane Harvey (i.e. �9.3 k)
than those of Hurricane Irma (i.e.�4.3 k) and Hurricane
Maria (i.e. �1.5 k). While the total number of image
tweets per day exceeds 15 k on certain days during Hur-
ricane Harvey, the highest number of image tweets
remains �7 k per day for Hurricane Irma and �3 k
per day for Hurricane Maria. For Hurricanes Harvey
and Maria, the trend lines indicate a decrease in the
total number of image tweets per day as time passes,
whereas we see an increase in total number of image
tweets per day for Hurricane Irma.

5. Experimental methodology and results

To analyse the three disaster events from the social
media lens and to fulfil the objectives discussed in Sec-
tion 2, we perform several experiments using the col-
lected datasets. This section provides details of our
experimental setup and analytical results. In Figure 3,
we present a high-level overview of our experimental
methodology and sequence of steps we perform. The
two branches of Figure 3 show different techniques to

Figure 1. The total number of tweets collected for each event per day – Hurricane Harvey (left), Hurricane Irma (centre), and Hurricane
Maria (right). Horizontal dashed lines show the average number of tweets per day, whereas the solid lines indicate the trends in the
daily tweet data volume.

Figure 2. The total number of image tweets collected for each event per day – Hurricane Harvey (left), Hurricane Irma (centre), and
Hurricane Maria (right). Horizontal dashed lines show the average number of image tweets per day, whereas the solid lines indicate the
trends in the daily image tweets data volume.
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perform textual (i.e. left branch), and imagery (i.e. right
branch) content analysis. The final result goes onto a
map in case the data is geotagged or into a ranked-list
otherwise. The textual content analysis comprises the
following tasks: (i) filtering irrelevant tweets, (ii) classify-
ing sentiment, (iii) topic modelling, (iv) classifying
tweets into humanitarian categories, (v) identifying
named entities, and (vi) detecting emerging topics.
Whereas the imagery analyses branch includes filtering
irrelevant and duplicate images and assessing the
damage severity level from images. In the following sub-
sections, we discuss the details of each component shown
in the figure.

5.1. Textual content analysis

Tweets textual content is usually brief, informal, noisy,
and full of shortened words, misspellings, and special

characters. We perform preprocessing of tweet text
before using them for further analysis. Specifically, we
remove non-English words, stop words, non-ASCII
characters, numbers, URLs, and the hashtag sign. Punc-
tuation marks are replaced with white-spaces. The
remaining words are converted to lowercase.

5.1.1. Relevancy classifier
Similar to the past studies (Alam, Ofli, and Imran 2018a),
we observe several thousand tweets about advertise-
ments, promotions, celebrities, etc., that use one of the
event-specific hashtags such as #Harvey, and hence, are
captured by our system. The idea of applying the rele-
vancy classifier is to filter out such irrelevant tweets
before performing further analysis. We trained a Ran-
dom Forest (RF) classifier using the labelled dataset
from Nguyen et al. (2017a) consisting of �20 k tweets.
The model is evaluated using a separate set of �10 k

Figure 3. Overview of the proposed methodology with a sequence of data processing components for analysing both text and imagery
content.
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tweets. The performance of the model in terms of F1 is
0.82.

Based on the classification results, in Figure 4, we
show the distribution of ‘relevant’ vs. ‘irrelevant’ mess-
ages for each day of the three events. The results clearly
show that social media data is not always clean and rel-
evant. Almost half of the messages on each day across all
three events are found as irrelevant, let alone useful for
disaster response. Identifying and discarding these irrele-
vant messages is still a research challenge due to several
reasons including differences in disaster events (floods
vs. earthquakes), regions they occur (Asia vs. America),
and languages the people of those regions speak (English
vs. non-English). The proportion of relevant messages
seems to follow a decreasing trend from 80% to 60%
during Hurricane Harvey whereas it stays approximately
constant around 60% for Hurricane Irma and 70% for
Hurricane Maria.

5.1.2. Clustering approach
One of the important challenges to classify a new disaster
event data (e.g. using a supervised machine learning
technique) is to first determine categories (i.e. classes)
to which the messages should be classified. These classes
should ideally be representative of the underlying data in
the sense that they reflect the issues caused by the disas-
ter event. For this purpose, we use clustering techniques
on the potentially relevant data obtained from the rele-
vancy classifier. Automatically generated clusters are
then manually observed by human experts to assign a
category name/label to each cluster. As shown in Figure
3, the clustering approach can help an expert annotator
determine humanitarian labels.

Our experiments consist of clustering tweets for each
day of an event with the aim to find interesting groups
representing useful information for situational aware-
ness or other disaster response tasks. To perform cluster-
ing, we first design a feature vector for each tweet by

exploiting a pre-trained word embedding E with a
finite vocabulary of dimension d. Each tweet ti is a vector
of ni words (w

[i]
1 , . . . ,w[i]

n ) with each word as a fixed d-
dimension representation in the word embedding space
E. A tweet is thus represented as a d × ni matrix Vi,
where column j is a word w[i]

j . We average column
wise the matrix Vi to get tweet ti represented as a d-
dimensional vector hi in the word embedding space E.
The word embedding model E was trained with a con-
tinuous bag-of-words (CBOW) word2vec model (Miko-
lov et al. 2013) on a large crisis dataset with vector
dimension d=300, a context window of size 5, and k=5
negative samples (Alam, Joty, and Imran 2018b, 2018a).

The dimension of our tweet vector hi is d=300, which
is still too large to handle big data size, e.g. more than two
million tweets on August 30 during Hurricane Harvey.
In order to reduce the computational cost and get faster
processing, we applied Principal Components Analysis
(PCA) (Dunteman 1989). We analysed the data for
each day, and while using PCA we fixed the cumulative
variance of the first principal components to 50%.

Since the size of the data and its content vary for each
day, the number of components varies from 5 to 25 but
always capture 50% of the total variance.

After applying PCA, we use K-means clustering algor-
ithm (Hartigan and Wong 1979) within the space
spanned by the PCA components. One important pro-
blem in clustering is to determine the number of clusters.
We apply a grid-search approach for a different number
of clusters and compute the silhouette value (Rousseeuw
1987).9 Finally, we pick the number of clusters that yields
the maximum silhouette value. Then, we consider the
optimal clusters and compute the first 10 nearest neigh-
bours from the centre of each cluster. We manually ana-
lyse the corresponding 10 tweets to understand the topic
of a cluster.

In Figure 5, we present a few selected scatter plots of
the clustering results. Figure 5(a) shows the scatter plot

Figure 4. Daily proportion of relevant and irrelevant tweets for Hurricane Harvey (left), Hurricane Irma (center), and Hurricane Maria
(right).
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of the clusters for Hurricane Harvey on 27 August 2017,
with four clusters and an average silhouette value of 0.12.
Manual analysis by an expert annotator shows that clus-
ter ‘0’ represents ‘other useful information’, ‘1’ represents
‘damage’, ‘2’ represents ‘personal opinion’, and ‘3’ rep-
resents ‘caution and advice’.

Figure 5(b) shows the scatter plot of the clusters for
Hurricane Irma on 7 September 2017. The number of
clusters is four with an average silhouette value of
0.232. Our analysis suggests that cluster ‘0’ represents
‘personal updates’, ‘1’ represents ‘caution and advice’,
‘2’ represents ‘infrastructure damage’, and ‘3’ represents
‘other useful information’.

Figure 5(c) shows the scatter plot of the clusters for
Hurricane Maria on 20 September 2017. The number
of clusters is four with an average silhouette value of
0.438. From the manual analysis, we see that cluster ‘0’
represents tweets related to ‘damages’, ‘1’ represents
‘after effect’, ‘2’ represents ‘personal opinion’ and
‘updates’ about Hurricane Maria, and ‘3’ represents
‘other useful information’.

Due to the noisy nature of the data as well as the
inherent task complexity, we also observed overlaps in
the clusters. For example, in Figure 5(a), we see that
there is an overlap between clusters ‘0’ and ‘2’, ‘0’ and
‘3’, as well as ‘1’ and ‘3’. This observation indicates that

Figure 5. Scatter plots representing the clustering results for Hurricanes Harvey, Irma, and Maria. (a) Hurricane Harvey, 27 August 2017.
(b) Hurricane Irma, 7 September 2017 and (c) Hurricane Maria, 20 September 2017.
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creating meaningful and coherent groupings of tweets
can be computationally difficult, which is also reflected
by the low silhouette value of 0.12. Such cases can be
difficult to analyse even for expert annotators.

Table 1 shows a few tweets from the ‘other useful
information’ cluster of each event. The first tweet from
Hurricane Harvey reports the cancellation of an event
due to the disaster. This is an important information if
captured timely could potentially help concerned public.
Similarly, the tweet from Hurricane Maria reports the
closure of an office due to the hurricane. In the third
example, which is from Hurricane Irma, an update states
that airports reopened and many people are without
power These are all critical yet important small events,
which are caused by the main disaster event. Such
small events are hard to predict thus impossible to
plan an appropriate response to them. However, timely
detection of these events can help authorities overcome
their severity.

5.1.3. Classification of humanitarian categories
When information needs are known, as in the case of
many humanitarian organisations, supervised machine
learning techniques are preferred over unsupervised
techniques to categorise data. In this section, we report
the results obtained from the supervised classification
of the three events’ data. In order to prepare the training
data, one viable approach is to use semi-supervised tech-
niques as discussed in the previous section, e.g. clustering
followed by human supervision (see Section 5.1.2). For
this study, to develop a classifier, we used a decision
tree-based learning scheme known as Random Forest
along with human-labelled Twitter data from a number
of past disasters from CrisisNLP (Imran, Mitra, and Cas-
tillo 2016).10 The labelled data were collected during
more than 30 past disasters including hurricanes, earth-
quakes, and floods.

Table 2 shows the class distribution of our training,
development (dev), and test sets. The training set is
used to train the model, the development set is used

for parameter tuning, and the test set is used for the
model evaluation. To train the model, we used a bag-
of-words approach. The performance obtained using
the test set in terms of the F1-score is 0.64 and accuracy
of 0.66 (weighted averages across all categories). In Table
3, we also present the performance results of individual
categories. The trained model is then used to classify
all the tweets of the three events which were classified
as ‘relevant’ by our relevancy classifier (Section 5.1.1).

In Figure 6, we present a day-wise distribution of the
automatically classified tweets for the three events. One
clear pattern is that the most prevalent category is the
‘other useful information’ category across all events.
This is not surprising because many of the tweets that
do not belong to one of the other specific humanitarian
categories but are still relevant to the disaster event fall
into this category. We defer an in-depth evaluation of
this category until Section 5.1.6. The second most domi-
nant category is ‘donation and volunteering’. This cat-
egory contains tweets either requesting any kind of
donations, or offering help or donations. However, the
donation category seems to emerge slowly as the disaster
event progresses. For instance, see the first few days of all
three events when fewer donation-related data is found.
In the early hours or days of an event, fewer donation
requests or help offers are due to the limited information
available about the devastation of the event and affected
people. As time progresses, information spreads, which

Table 1. Example tweets from the ‘other useful information’
cluster.
Event Example tweets

Harvey RT @BugleBoyTX: Sunday’s #SoldierSongs wkshp
in LaGrange is cancelled due to Hurricane

Harvey. Pls RT to spread the word … (27 August
2017)

Maria RT @USEEOC: #EEOC’s San Juan/PR office is closed
for the remainder of the day due to Hurricane
Maria. Please be safe! (27 September 2017)

Irma Hurricane Irma -- 12 PM UPDATE, Tuesday --
Airport Reopens, Storm Moves North, Millions
Without Power https://t.co/CjAhchCOf3 (12

September 2017)

Table 3. Category-wise performance of the text classification
model in terms of Precision (P), Recall (R), and F1-score.
Class P R F1

Affected individual 0.70 0.72 0.71
Caution and advice 0.63 0.64 0.64
Donation and volunteering 0.69 0.80 0.74
Infrastructure and utilities damage 0.65 0.64 0.65
Injured or dead people 0.85 0.87 0.86
Missing and found people 0.64 0.21 0.31
Not related or irrelevant 0.68 0.73 0.71
Personal updates 0.66 0.64 0.65
Other useful information 0.68 0.40 0.50
Sympathy and support 0.55 0.77 0.64

Table 2. Data distribution used to train a text classification model
for humanitarian categories.
Class Train (60%) Dev (20%) Test (20%)

Affected individual 3029 757 758
Caution and advice 3288 822 822
Donation and volunteering 4278 1070 1070
Infrastructure and utilities damage 3189 797 798
Injured or dead people 2148 537 538
Missing and found people 405 101 102
Not related or irrelevant 4000 2000 2000
Personal updates 968 242 242
Other useful information 4000 2000 2000
Sympathy and support 5504 1376 1376
Total 30,809 9702 9706
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leads to more situational awareness, and thus more
requests or donation offers start appearing from the gen-
eral public as well as from NGOs. More intelligent sys-
tems which can predict people’s urgent needs in
advance can overcome this information scarcity issue.

In contrast, ‘caution and advice’ messages seem to
appear mostly at the beginning of an event and then
slowly disperse. The behaviour of sharing warning and
caution messages at the beginning of an event is under-
standable as especially in the case of disaster events like
hurricanes, it is easy to predict their path and expected
landfall date/time in advance. The early predictions of
such events help the general public and officials to post
warnings for people who are under threat. The ‘sympa-
thy and support’ category contains prayer and thought
messages and it seems consistent across all the events
and days except for the last five days of Hurricane
Maria where we observe lower proportion of sympathy
messages as compared to the other two events.

Among the other relatively less prevalent categories,
the ‘infrastructure and utilities damage’ category gradu-
ally emerges and becomes more prominent during the
middle days of the events. This is again due to the limited
information availability during the early days of an event.
The ‘injured or dead people’ category appears during
some days of Hurricanes Irma and Maria, but the ‘miss-
ing and found people’ category is among the least preva-
lent, as actually there were no missing or found cases
reported during the three events.

With all these insights, we remark that supervised
machine learning techniques can provide high-level
situational information useful for disaster response.
However, there are challenges associated with supervised
learning approaches, e.g. lack of labelled data to train

robust models, class imbalance problem, and inherent
task complexity in a disaster context.

5.1.4. Sentiment analysis
To perform the sentiment analysis, we use the Stanford
sentiment analysis classifier (Socher et al. 2013) to
extract the sentiment labels that are being expressed or
semantically represented in the tweets. The Stanford sen-
timent analysis classifier consists of five categorical labels
such as Very Negative, Negative, Neutral, Positive and
Very Positive. For each tweet, the classifier assigns one
of the five categories with their confidence. The classifier
has been designed using Recursive Neural Tensor Net-
work and exploiting sentiment treebank, which consists
of fine-grained sentiment labels for 215,154 phrases in
the parse trees of 11,855 sentences. The accuracy of the
classifier for fine-grained sentiment labels is 80.7% as
presented in Socher et al. (2013). For our task, we feed
the preprocessed and filtered tweets to the classifier to
get the classifier’s prediction. We observe that in general
only a few tweets in each collection are labelled as ‘Very
positive’ or ‘Very negative’. Upon further investigation,
we do not see any significant difference between ‘Very
positive’ and ‘Positive’ tweets, or between ‘Very negative’
and ‘Negative’ tweets. Therefore, for the sake of clarity of
the results, we combine ‘Positive’ and ‘Very positive’
classes into a single class as ‘Positive’, and ‘Negative’
and ‘Very negative’ classes into a single class as
‘Negative’.

In Figure 7, we present the distribution of sentiment
results in terms of three classes for each day for the
three events. One can observe that the ‘Negative’ senti-
ment dominates for all the three events across all days.
To understand what causes negative sentiments during

Figure 6. Temporal distribution of categories based on the automatic classification of tweet text into one of the humanitarian cat-
egories for Hurricane Harvey (left), Hurricane Irma (centre), and Hurricane Maria (right).
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these events, we followed the popular mixed-methods
approach, specifically the sequential explanatory design
as discussed in Creswell and Creswell (2018), in which
the quantitative results were used to perform qualitative
analysis. For the qualitative analysis, we followed the
multiple case study approach (Yin 2017).

We observe that one of the factors that cause high
negative sentiment in the early stage of a disaster is
due to the use of aggressive and explicit language. For
instance, the use of words like ‘F**k’, ‘s**t’, ‘b***h’ in
the messages, cursing disaster, complaining, and expres-
sing anger when someone’s plan gets disturbed due to
the disaster event were all factors considered determin-
ing negative sentiment. Moreover, we noticed that unre-
solved issues of affected people also trigger negative
sentiment during such events. People show frustration
when the government or concerned authorities do not
address their concerns or respond slowly. Complaints
and concerns about the power outage, lack of drinking
water, food, or other necessary facilities were also ident-
ified during these events. Real-time monitoring of public
sentiment from social media streams can be useful for
the authorities to understand issues and concerns of
affected people and help them plan and guide response
efforts towards addressing those concerns.

5.1.5. Humanitarian category-specific NER
Named-entity recognition has been proposed as part of a
visual analytic tool in Aupetit and Imran (2017) to
extract top-k entities from tweets. In this study, we also
used the Stanford NER toolkit (Finkel, Trond, and Man-
ning 2005) to analyse the three hurricanes in terms of top
‘persons’, ‘ organisations’ and ‘locations’ mentioned in
collected tweets. The reported F-measure of this NER
system is 86.72 to 92.28 for different datasets.

However, to get more insights about events and enti-
ties, we investigated entities based on humanitarian cat-
egories. Particularly, we focused on ‘donation and

volunteering’ category to understand which entity men-
tions are appearing most. The reason to choose this cat-
egory is that information belonging to this category are
very vital during disaster situations. For example, huma-
nitarian organisations might need to know which organ-
isations or persons are willing to donate or talk about
donation, and who could be good social media influen-
cers to seek a donation. In general, people post tweets
requesting for help, aid, donation, and need. Our deeper
analysis of entity types ‘ organisations’ and ‘persons’
show what people talk about different organisations
and persons during disasters.

In Figure 8, we present themost frequent ‘ organisation’
and ‘person’ entity mentions associated with ‘donation
and volunteering’ from Hurricane Harvey data. The top
organisations that donated or contributed to help Har-
vey-affected people are ‘Kappa Sig’, ‘Sigma Nu’, ‘FEMA’,
and ‘Red Cross’ as highlighted in Figure 8(a). In Figure 8
(b), we present themost frequent ‘person’ entitymentions.
Trump ismentionedmost not because he donated but also
for the criticism he received, e.g. an excerpt of a tweet
‘Mexico offered to help with #Harvey rescue. Trump
won’t even acknowledge them’. ‘Sandra Bullock’ appeared
as the secondmost frequent entity due to her contribution
of $1 million dollars for the relief efforts.

Figure 9 presents the most frequent ‘ organisation’
and ‘person’ entity mentions for Hurricane Irma data.
The entity mentions ‘Heather’ appeared many times as
‘Heather Crowson’ mentioned in tweets who lost his
house. Another entity mention ‘Rick Scott’, who is the
Governor of Florida, appeared many times. The third
most mentioned entity is ‘J.J. Watt’, who started a relief
fund. People tweeted about it to raise fund and for seek-
ing donations. For the ‘ organisation’ entity type, we see
that ‘FEMA’, ‘CW’, and ‘American Red Cross’ are the
most frequent. Federal Emergency Management Agency
(FEMA) is an agency of the United States whose primary
purpose is to coordinate the response to a disaster that

Figure 7. Sentiment analysis results: distribution of daily sentiment for Hurricane Harvey (left), Hurricane Irma (centre), and Hurricane
Maria (right).
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has occurred in the United States. CW is a television net-
work, who started raising fund for affected people during
Hurricane Irma.

In Figure 10(a), we present top entities of type ‘ organ-
isation’ for Hurricane Maria. Here, entity mentions
‘Congress’ appeared the most not because they sup-
ported or donated Puerto Rico, but rather, to seek help
from. Whereas ‘Hospital del Niño’, ‘FEMA’, ‘Unidos’,
and ‘Marines’ appeared because of their greater support
for affected people during Hurricane Maria. In Figure 10
(b), we report entity mentions with ‘person’ type.
‘Donald Trump’, and ‘Koch Bros.’ are mentioned the
most as people were asking them to support Maria-

affected people. The ‘Hazel Diaz’ is the third most fre-
quently mentioned entity, who was seeking to request
to help Maria-affected people. NER system recognised
‘Jones Act’ as a ‘person’ entity type although it is not
actually a ‘person’ entity type. However, people were
talking heavily about waiving this act, which can facili-
tate humanitarian aid. Many other celebrity names are
mentioned because of their contributions for donating
or seeking support for Maria-affected people.

5.1.6. Topic modelling
To understand topics of discussion on Twitter during
three disasters, we used LDA (Blei, Ng, and Jordan

Figure 8. Most frequent entity mentions in the ‘donation and volunteering’ category for Hurricane Harvey. (a) Organisation and (b)
person.

Figure 9. Most frequent entity mentions in the ‘donation and volunteering’ category for Hurricane Irma. (a) Organisation and (b)
person.

Figure 10. Most frequent entity mentions in the ‘donation and volunteering’ category for Hurricane Maria. (a) Organisation and (b)
person.
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2003), which is a well-known topic modelling tech-
nique, to generate topics from large amounts of textual
data. Topic modelling helps understand and summar-
ise large collections of textual information. With
topic modelling, we aim to discover hidden topical pat-
terns that are present across different days of a disaster
event. Moreover, with human intervention, we aim to
analyse these topics and annotate them to summarise
a discussion point. We apply LDA to generate
(K=10) topics from preprocessed tweets using each
day’s data from all three events. It is observed that lar-
ger K values do not yield significantly useful topics,
and smaller values tend to yield very general topics

(Imran and Castillo 2015). Due to space limitations,
we do not present all the results of 10 topics for
each day. Instead, we show the top 30 most relevant
words (i.e. words with a high probability of being
associated to a topic) for the most prevalent topic
among 10 topics obtained from randomly selected
four days of an event.

Figure 11 depicts the results obtained from Hurricane
Harvey data. Figure 12 shows the results obtained from
Hurricane Irma data, and Figure 13 shows the topics
obtained from Hurricane Maria data. Different than tra-
ditional clustering techniques in which one data point
(e.g. tweet text in our case) can only belong to one

Figure 11. LDA-generated topics from some selected days of Hurricane Harvey. We show the top 30 most relevant words for the most
prevalent topic among 10 topics on a given day.
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cluster/topic, in topic modelling, it can belong to differ-
ent topics. For example, a tweet can talk about different
aid needs like food, water, shelter. For this reason, in our
results, one might notice the same words appearing in
multiple topics. The red bars indicate word/term fre-
quency for a given topic. The right part of the bars
(blue - light color) show the term frequency for a given
day (i.e. how many times a word appear in a given
day). All words shown in a figure belong to one topic
for a given day. To analyse the results obtained from
the experiments and to investigate if there are interesting
topics useful to gain situational awareness, we again fol-
lowed the mixed-methods qualitative analysis approach

(Creswell and Creswell 2018). Moreover, to perform
the qualitative analysis, we followed the multiple case
study approach (Yin 2017).

We observed that the most prevalent topic, which
emerged on 31 August 2017 during Hurricane Harvey,
contains ‘evacuees’, ‘mattress’, and ‘redneck’ as the top
three most relevant words. The reason behind this
topic was about a mattress chain owner who offered
his stores to accommodate Harvey evacuees and his
trucks for rescue operations. Similarly, on September 4
during Hurricane Harvey, one of discussion points was
about ‘rescuing’, ‘paramedic’, and ‘worked’, as shown
in Figure 11. Upon further investigation, we found that

Figure 12. LDA-generated topics from some selected days of Hurricane Irma. We show the top 30 most relevant words for the most
prevalent topic among 10 topics on a given day.
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this topic emerged due to a large number of tweets
posted about a paramedic who reportedly worked six
straight days to rescue Harvey victims, and a discussion
developed around the topic that he may be deported if
Trump ends DACA.11

One of the dominant topics that emerged on Septem-
ber 6 during Hurricane Irma contains words: ‘help’,
‘years’, and ‘supplies’. This was due to a large discussion
around the tweet ‘Trump plans to ship 800,000 Dreamers
back to Mexico…Mexico ships 25 trailers of supplies to
help Americans… ’. Among the topics obtained from
Hurricane Maria data, there is a topic about people’s
concern regarding ‘There will be no food in Puerto
Rico. There is no more agriculture in Puerto Rico for
years’. However, on October 2, an important topic
emerged about some strike of truck drivers in Puerto
Rico, delaying delivery of donation goods. Overall, we
observe that LDA-generated topics reveal critical public

issues and concerns during disasters. For response
organisations, anticipating such issues is hard. However,
a system that identifies prominent and emerging topics
over time (e.g. per day or per 6-h period) to inform
emergency managers about important issues that public
is facing would be immensely helpful.

5.2. Imagery content analysis

For a detailed analysis of imagery content, we employed
our image processing pipeline presented in Alam, Ofli,
and Imran (2018b), which comprises models for rele-
vancy and duplicate image filtering as described in
Nguyen et al. (2017b) as well as a model for damage
severity assessment as studied in Nguyen et al. (2017c).
For the sake of completeness, we next provide brief
descriptions of the referenced models and summarise
their performance scores.

Figure 13. LDA-generated topics from some selected days of Hurricane Maria. We show the top 30 most relevant words for the most
prevalent topic among 10 topics on a given day.
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5.2.1. Image filtering
The relevancy filtering model filters images showing car-
toons, banners, advertisements, celebrities, etc. which are
deemed as irrelevant content by many humanitarian
organisations during disasters. We trained this model
as a binary (i.e. ‘relevant’/‘irrelevant’) classification task
using a transfer learning approach where we fine-tuned
a pre-trained deep image recognition model for rele-
vancy filtering task at hand. On a held-out test set, result-
ing model achieved 99% precision and 97% recall
(Nguyen et al. 2017b).

The de-duplication filtering module aims to identify
exact- or near-duplicate images with little modifications
such as cropping/resizing, padding background, chan-
ging intensity, embedding text, etc. We implemented
this model using a perceptual hash technique to deter-
mine whether a given image is an exact- or near-dupli-
cate of previously seen images. The similarity threshold
was determined as the optimal operation point of ROC
curve, which yielded �90% precision and recall (Alam,
Ofli, and Imran 2018b).

Using our image filtering models, we analyse pro-
portions of relevant and unique images in social media
imagery data collected during Hurricanes Harvey, Irma
and Maria. The results of our relevancy and uniqueness
analyses are in conformity with past observations of
Nguyen et al. (2017b) as illustrated in Figure 14. Specifi-
cally, around 40% of images are deemed ‘relevant’ to
actual disaster event in Hurricanes Harvey, Irma and
Maria, i.e. �38%, �39% and �41%, respectively. Fur-
thermore, Hurricane Irma data contain �17% unique
images, whereas Hurricane Maria data contain �11%
and Hurricane Harvey data contain �10% unique
images on average. Based on these observations, we
can state that there is relatively less relevant content in
the first few days of a disaster event than the following
days of the same event (except for Hurricane Maria).
One possible hypothesis to explain this is that social
media users can start speculating about the event before
it takes place or behave opportunistically to populate

their own irrelevant content using the trending topic.
However, the ratio of relevant content seems to increase
as more users start witnessing the devastation caused by
the disaster. In contrast to this increasing trend in the
relevant content ratio, the unique content ratio seems
to drop towards the final days of a disaster event. This
is most likely due to the typical behaviour of social
media users where they tend to redistribute (i.e. re-
tweet) the existing content in their own networks.
Regarding the damage content ratio within the unique
content, we observe a different pattern which shows an
increasing trend at the beginning of the event and then
a decreasing trend towards the end of the event. The
reason for this type of behaviour needs to be investigated
further.

5.2.2. Damage assessment
The damage assessment model categorises severity of
damage observed in an image into three categories, i.e.
‘severe’, ‘mild’, and ‘none’. We trained this three-class
classification model using ground truth disaster images
annotated by humans following the same transfer learn-
ing strategy that we used for our relevancy filtering
model. The overall accuracy of resulting damage assess-
ment models varied from 76% to 90% on held-out test
sets depending on the disaster type (Nguyen et al. 2017c).

In Figure 14, the rightmost bars for each particular
day indicates the percentage of images with some
damage content (i.e. ‘mild’ or ‘severe’). On average,
�2.5% of Hurricane Harvey images show damage con-
tent whereas �4.4% of Hurricane Irma and �6.2% of
Hurricane Maria images show damage content. More-
over, this ratio can be twice as high in the later days of
all disasters. Overall, an interesting observation is that
even though the total volume as well as the daily volume
of image tweets is relatively smaller for Hurricane Maria,
proportions of unique or damage images are higher than
those for Hurricanes Harvey and Irma. Even though
daily changes in the prevalence of relevant and damage
images during Hurricane Maria seem to be strongly

Figure 14. Ratio of daily images retained after relevancy filtering (‘Relevant’), de-duplication (‘Unique’), and damage assessment
(‘Damage’) for Hurricane Harvey (left), Hurricane Irma (centre), and Hurricane Maria (right).
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correlated (r=0.71, p<.01 ), we do not observe a statisti-
cally significant correlation between relevant and
damage image tweet distributions for Hurricane Irma
(r=0.41, p=.14) and Hurricane Harvey (r=0.04, p=.90 ).
On the other hand, daily changes in prevalence of unique
and damage images during Hurricane Irma seem to be
very strongly correlated (r=0.85, p<.001) whereas they
seem to be only strongly correlated (r=0.62, p<.05)
during Hurricane Harvey. Even though we observe a
moderate correlation between unique and damage
image tweet distributions for Hurricane Maria, this cor-
relation is not statistically significant (r=0.44, p=.13 ).

Next, we analyse the severity of damage (i.e. ‘severe’,
‘mild’, and ‘none’) observed in the set of images that
were deemed relevant and unique. For this purpose, we
use the damage assessment classifier discussed earlier
(Nguyen et al. 2017c). In Figure 15, we take a closer
look at damage assessment analysis of images after rele-
vancy and uniqueness filtering for all events. On any
given day, only 20–30% of Hurricane Irma images that
are relevant and unique depict some damage content
(i.e. ‘mild’ or ‘severe’), whereas this ratio varies between
30–60% for Hurricane Maria. Furthermore, among those
Hurricane Irma images that depict some damage con-
tent, we see more examples of ‘mild’ damage than
‘severe’ damage. On the contrary, images with damage
content in Hurricane Maria data show more ‘severe’
damage than ‘mild’ damage. Among three hurricanes,
Hurricane Harvey data seems to contain the least pro-
portion of ‘severe’ damage content. These observations
are in conformity with the strength of the respective hur-
ricanes (i.e. Hurricane Harvey was classified as Category
4, whereas Hurricanes Irma and Maria were classified as
Category 5). Moreover, Hurricanes Irma and Maria
made landfalls in regions that are relatively less devel-
oped in terms of infrastructure. Therefore, the devas-
tation caused by these hurricanes were more severe.

5.3. Tweets with geolocation

As presented in Figure 3, the classified data obtained
from different supervised models can be visualised on a
map, we use geolocation information of tweets to visual-
ise them on a map. Figure 16 depicts three maps of geo-
tagged tweets for Hurricanes Harvey, Maria, and Irma.

In Figure 16(a), we show the geographic distribution
of Hurricane Harvey tweets classified by our sentiment
classifier discussed in Section 5.1.4. The highlighted
tweet in the figure is posted by a local newspaper, The
News Leader,12 which reports that a person dies while
rescuing Harvey victims. This is obviously a piece of
sad news and the classifier tagged it with a negative sen-
timent. Moreover, the map clearly shows areas where the
negative sentiment dominates, which could potentially
be an indicator for crisis managers to focus and under-
stand issues of the general public causing the negative
sentiment.

In Figure 16(b), we present geotagged tweets from
Hurricane Irma that are automatically classified by our
humanitarian classifier discussed in Section 5.1.3. The
highlighted tweet in the figure is classified as ‘donation
and volunteering’. From the textual content of the
tweet, it is clearly visible that it seeks for donation and
refers to an Instagram post with a shortened URL. In
this limited view of the map, we observe most of the
tweets as ‘irrelevant’, however, tweets reporting injured
or dead people (three orange markers) can also be
noticed.

Finally, in Figure 16(c), we present geotagged tweets
from Hurricane Maria where the imagery content of
the tweets is automatically classified using our damage
assessment classifier discussed in Section 5.2.2. The
image associated with the highlighted tweet in the
figure shows the condition of the weather, which is
tagged as severity level ‘mild’ by the classifier.

Figure 15. Distribution of ‘severe’, ‘mild’, and ‘none’ damage images after relevancy and uniqueness filtering for Hurricane Harvey (left),
Hurricane Irma (centre), and Hurricane Maria (right).
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Figure 16. Visualisation of the analytical results on the map. (a) Geotagged tweets with sentiment categories for Hurricane Harvey. (b)
Geotagged tweets with humanitarian categories for Hurricane Irma and (c) Geotagged tweets with damage severity categories for Hur-
ricane Maria.
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One may notice that the number of geotagged tweets
are very low on the map as compared to the number of
tweets originally collected. This is because we only pre-
sent tweets that already contain geolocation information
as part of their crawled raw data (i.e. JSON). The ratio of
tweets with geolocation information varies depending on
the collection but is typically around 1–2% of all the
tweets collected during an event. In the scope of current
study, we did not apply any geo-inference algorithm on
textual and/or imagery content, which would be a task
for our future work.

6. Discussion and future directions

In this section, we summarise the contributions of this
work and discuss our answers to the research questions
posed in Section 2. We also comment on the limitations
of the analysed computational techniques and propose
future research directions.

6.1. Discussion

Although several research studies demonstrate the use-
fulness of social media communications (i.e. textual
messages and images) for disaster and emergency
response, there are still many challenges that restrain
humanitarian organisations from including social
media information in their formal response processes.
These challenges include information overload, infor-
mation credibility, effective information processing,
dealing with noisy content, and mundane discussions,
among others. The importance of these aspects has
also been reported in other studies (Ludwig, Reuter,
and Pipek 2015; Reuter et al. 2015; Onorati, Díaz, and
Carrion 2018). Our current work is a step forward to
bridge this gap by providing a methodological approach
that comprises several computational techniques to pro-
cess multimodal social media data to solve many of the
aforementioned challenges. For this purpose, we posed
and investigated three main research questions in this
study.

RQ 1: How do different content types (i.e. textual and
imagery content) convey complementary useful infor-
mation to improve situational awareness?

The findings from our multidimensional analyses in
Section 5 revealed that both textual and imagery content
types contain critical and oftentimes complementary
information, which is useful for humanitarian organis-
ations to understand a complete picture of an event.
For example, the devastation of a disaster event can be
observed rather easily from images showing destroyed
buildings and bridges whereas information about
injured, dead, or trapped people can be extracted more

accurately from text messages. Similarly, for assessing
individuals’ sentiment, one could rely on text messages
rather than images. On the other hand, images that
show people helping or rescuing others, or involved in
volunteering efforts prove more useful to understand
the status of the affected individuals or the quality of
the ongoing rescue operations. In general, understanding
context and handling missing information are the most
important issues which can greatly benefit from using
complementary information provided in text messages
and images.

To elaborate further on the complementary aspects of
textual and imagery content, let us take a closer look at
Figure 17 which shows several example tweets with
images classified into different damage categories. In
some cases such as Figure 17(a–c) and (g–i), both
tweet text and image content provide critical information
related to infrastructure and utilities damage at different
severity levels. However, unlike their image counterparts,
tweet texts in Figure 17(d–f) do not provide any signifi-
cant information about the severity or extent of damage
incurred by disaster events other than just stating that
the disasters caused some damage. Similarly for tweets
in Figure 17(j–l), images provide some crucial damage
information related to power lines, roads, etc., whereas
the corresponding texts report a dead person, questions
why hurricanes are named, or mentions the path of the
hurricane. More importantly, even though the tweets
in Figure 17(m–r) do not show any damage content,
they provide critical information for other humanitarian
categories. For instance, Figure 17(o) provides valuable
insight for the quality of shelter. Similarly, Figure 17(q)
illustrates an example of evacuation and displaced
people. In summary, these examples support our
findings to answer our first research question.

In order to maximise the information gain from social
media, there have been recent attempts to combine ima-
gery content associated with textual content (Liang,
Caverlee, and Mander 2013b; Dewan et al. 2017; Mou-
zannar, Rizk, and Awad 2018). For instance, Mouzannar,
Rizk, and Awad (2018) proposed a multimodal deep
learning approach that combines text and images for
identifying damage in social media posts. The study by
Liang, Caverlee, and Mander (2013b) explored both
text and image to asses the earthquake damage. Their
findings suggest that tweets containing images provide
valuable location information. Dewan et al. (2017)
reported that for many scenarios images can provide
richer information, which is not visible in the text. Our
study is in line with the findings of these studies. In
addition, we proposed a methodology in which both
text and image provide complementary information
about the situation.
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Figure 17. Sample images with different damage levels from different disaster events. Tweet text corresponding to these images are as
follows: (a) RT @MikeTheiss: Extreme Damage in Rockport, Texas #HurricaneHarvey. (b) Hurricane Irma’s trail of havoc in Sint-Maarten
https://t.co/kBiADDJC8E. (c) Hurricane Maria destroys hundreds of homes, knocks out power across Puerto Rico… . (d) Texas county’s
long recovery from Hurricane Harvey begins. (e) Haiti still has not recovered from Hurricane Matthew. Now here comes Irma. (f) Lehigh
Valley residents wait for news as Hurricane Maria sweeps through Caribbean. (g) RT @stephentpaulsen: My street in SE #Houston is now
a river. That light is from lightning; it is 10pm #Harvey. (h) AJEnglish: Hurricane Irma causes devastation across the Caribbean. (i) Hurri-
cane Maria blasts Puerto Rico with high winds and flooding. (j) RT euronews ‘At least one person killed as Hurricane Harvey moves
inland’. (k) RT @verge: Why do hurricanes have names? (l) RT @fox6now: Timeline of Hurricane Maria’s path of destruction over Puerto
Rico (m) RT @CBSNews: Texas Gov. Greg Abbott: Search and rescue is the key focus in Harvey response. (n) RT @Reuters: Hurricane Irma
threatens luxury Trump properties. (o) Hurricane Maria Makes Landfall In Puerto Rico. (p) RT @nbcsandiego: Dramatic photos of Hurri-
cane Harvey. (q) RT @KLOVEnews: Florida braces for Hurricane Irma, many evacuate the Keys and (r) Hurricane Maria Unleashes Devas-
tating Cat 4 Power On Puerto Rico, Caribbean.
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RQ 2: In which ways can computational techniques,
such as topic modelling, clustering, sentiment analysis,
named-entity recognition, and classification, be used to
process textual as well as imagery data in social media
specifically to improve situational awareness?

To answer this question, we explored several sate-of-
the-art computational techniques to process Twitter data
(i.e. both text and images) collected during three major
disaster events. The motivation behind using different
techniques is that each technique has its own advantages
and limitations, but when we combine findings from
different techniques, we can provide a richer set of infor-
mation useful for crisis managers.

For the textual content analysis of social media, we
first analysed how unsupervised clustering techniques
can help expert annotators to digest large amounts of
unlabelled data to identify potential categories (i.e.
class labels) of interest to humanitarian organisations.
Since clustering algorithms generate coherent groupings
of data based on their content, expert annotators need to
manually inspect only a few tweets from each cluster to
decide what each grouping of tweets represents. Despite
the need for some manual analysis, this process can help
experts identify disaster-specific humanitarian categories
with minimal effort. For clustering disaster-specific
social media data, Yin et al. (2015) proposed an algor-
ithm to cluster event-specific topics. In another study,
Pohl, Bouchachia, and Hellwagner (2015) used hierarch-
ical clustering approach for sub-event detection. Our
study differs from these works because we focus on
time-critical analysis of Twitter streams, which requires
a computationally-efficient and humanly-possible
approach to process data.

Besides unsupervised clustering, we also explored
topic modelling approach as a means to extract topics
automatically from large amounts of unlabelled textual
data in order to understand and summarise topical dis-
cussions on social media about the ongoing event as
well as to discover new topics about emerging sub-
events. Similar to the clustering approach, topic model-
ling also needs some human supervision to make sense
of the automatically discovered topics. However, topic
modelling requires relatively less effort than clustering
as it also provides a list of the most relevant words for
each topic, which human experts can benefit while
understanding what each topic represents. Recent
notable work for topic modelling includes the work by
Resch, Usländer, and Havas (2018), in which they used
cascaded LDA for topic modelling and found 25 to be
the optimal number of topics in their study, which is
higher than ours. Such differences are possible due to
different data distributions and experimental settings.
However, we intend to serve the system in a real-time

setting to facilitate crisis managers. During time-critical
situations evaluating a high number of topics is a labor-
ious task for crisis managers, therefore, we keep the
number of auto-generated topics low.

Once the humanitarian information types (i.e. cat-
egories) are known, then supervised classification tech-
niques become beneficial in automatically categorising
the incoming data (i.e. both text and images) into differ-
ent information buckets so that emergency managers can
gain high-level situational awareness about the ongoing
disaster event. For example, a large amount of tweets
categorised as ‘infrastructure and utility damage’ with
their projections on a map can help crisis managers
understand which areas in a disaster zone are affected
the most. Though a major bottleneck for supervised
classification algorithms is that they require labelled, ide-
ally also balanced, data across different categories to train
robust classification models for the task at hand. For the
humanitarian classification task, there have been many
studies that focus on taxonomy definition, data collec-
tion, and classification of data using different learning
algorithms (Ragini and Anand 2016; Nguyen et al.
2017a; Khare et al. 2018). Building on the past work,
we demonstrated the use of a defined taxonomy for
classification and also show how new topics and classes
can be learned and incorporated into the taxonomy
during an going situation.

Our analysis of using the named-entity recognition
technique on social media data suggested that identifi-
cation of highly-mentioned named entities can help dis-
cover important stories either to filter them out in order
to focus on messages related to actual local emergency
needs or to consider some messages for further detailed
analysis. Furthermore, for certain humanitarian cat-
egories, crisis managers might be interested to know
‘who’ is mentioned the most and about ‘what’, e.g. who
could be an influencer for seeking donations. In addition,
we note that it is also possible to identify the amount of
donation from different organisations/persons by a fine-
grained entity recogniser with entity type ‘money’. A
similar study has been conducted for location entity rec-
ognition in Lingad, Karimi, and Yin (2013), where the
authors compared different publicly available entity rec-
ognition systems. They report that extracting location
information from microblogs is important for increasing
situation awareness. In addition, their findings suggest
that Stanford NER performs better than other related
tools. Compared to this, our study reports different entity
types and their associations with different tweet types
(e.g. donation and volunteering).

We showed that sentiment analysis can help auth-
orities comprehend people’s feelings and concerns. For
example, a representation of negative sentiment can
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entail the causes by actual issues faced by affected people.
Humanitarian organisations and other government
agencies can use the sentiment analysis results to plan
and guide their response efforts towards addressing
those affected individuals’ most pressing concerns. Our
findings from sentiment analysis are inline with the
findings discussed in Beigi et al. (2016). Authors pro-
vided a detailed literature review, where they highlight
the importance of sentiment analysis with visual ana-
lytics for disaster relief scenarios.

For the image content analysis, we presented the
importance of image filtering and how the filtered set
of images can be used for damage assessment. Compared
to the studies of textual content, the studies of image
analysis for disaster situations are relatively few (Alam,
Imran, and Ofli 2017; Dewan et al. 2017; Nguyen et al.
2017a).

In summary, all of the above insights reveal that the
computational techniques explored in this paper can be
applied on social media data to gain situational aware-
ness, which answers our second research question.

RQ 3: How can we devise a methodology that capita-
lises on several computational techniques effectively in a
unified framework to help humanitarian organisations
in their relief efforts (mainly related to situational
awareness)?

We have already described in our answer to RQ 2 how
different computational techniques can be applied indi-
vidually to help experts in the crisis response and man-
agement domain and highlighted advantages as well as
limitations of each one of them. However, we have not
elaborated on how (if) we can combine the benefits of
all these techniques into a unified framework (i.e. an
end-to-end methodology), which is specifically the goal
of our third question.

Our proposed methodology in this study is based on
simultaneous analysis of multimodal content in social
media. On both text and image analysis tracks, we pro-
pose starting with a relevancy classifier to eliminate irre-
levant content from the downstream data processing
pipeline. Then, on the text analysis track, we envision
running a sentiment classifier immediately on all the
text messages retained as relevant so that crisis managers
and other authorities can monitor public’s feelings and
concerns. In the meantime, we suggest a hierarchical
analysis approach for a deeper understanding of the tex-
tual content. This hierarchical analysis begins with unsu-
pervised clustering of unlabelled text data so that human
experts can identify categories (i.e. class labels) poten-
tially of interest to the ongoing disaster event (if they
do not already have a specific list of humanitarian cat-
egories at hand). Then, once the humanitarian categories
are specified, we envision running a supervised classifier

on all the incoming relevant tweets to categorise them
into different information buckets on the fly. At this
stage, the extracted categorical information can already
be consumed by emergency managers to gain situational
awareness. However, going one more level deeper in the
hierarchical analysis, we envision employing category-
specific NER analysis in certain humanitarian categories
to provide emergency managers with fine-grained
insights about ‘who’ is doing ‘what’ and ‘where’. Simi-
larly, we anticipate extracting further useful information
from some of the humanitarian categories such as ‘other
related information’, which captures those tweet mess-
ages that are relevant to the event but do not fall into
one of the other more specific humanitarian categories.
For instance, from our analysis, we actually found that
a significant amount of tweets fall under the ‘other
related information’ category. To make sense of the
text messages in this category, we propose using topic
modelling to discover other potentially important bits
of information and emerging topics (i.e. sub-events).
On the image analysis track, to complement the infor-
mation extracted from textual content as suggested by
our experimental findings, we propose applying a
damage assessment classifier on the set of images that
are deemed as relevant and unique. Finally, we visualise
all of this information on a map if the data is geotagged
or present the results as a ranked-list to generate visual
and descriptive summaries of disaster events. Conse-
quently, our proposed methodological approach com-
bines different computational techniques in such a way
that maximises their effectiveness for situational aware-
ness tasks, and hence, provides an answer to our third
research question.

6.2. Limitations and future directions

Our current work proposes a methodological approach
which uses several computational techniques to process
social media data. However, we remark that these com-
putational techniques have certain limitations. For
instance, unsupervised learning techniques such as clus-
tering require some manual effort to make sense of the
resulting clusters and to assign appropriate labels to
them. More appropriate approaches, for instance from
mixed-method research, can be adapted to perform a
qualitative analysis of the clusters more efficiently. On
the other hand, for supervised learning techniques, the
major limitation is the lack of domain-specific labelled
data to train domain-specific models. Therefore, more
social media data need to be labelled to build robust
models for handling social media noisy content. In
addition to these limitations, this work can be improved
along several directions as we discuss next.
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We note that assessing the overall severity of damage
from images as a classification task is certainly helpful
but not sufficient. Humanitarian organisations need
more concise situational awareness information such as
the type of built structures (e.g. houses, buildings,
roads, bridges, etc.) and damage severity assessment for
each one of these structures. This task can be addressed
by object detection and localisation techniques proposed
in computer vision domain, however, they need to be
adapted to deal with typical scenes in disaster context,
which is one of our future works.

An important problem, and a dire demand from crisis
managers, is the projection of the extracted information
on a map. Currently, approximately around 1% of the
tweets contain geolocation information, which makes
the map generation task infeasible. However, this limit-
ation opens a research avenue for geolocation inference
either from textual or imagery content, or by exploiting
tweet’s meta-data information.

For the named-entity recognition task, we used the
Stanford CoreNLP tool (version 3.9.1), which is the latest
version at this point. However, we realised that it is less
suitable for dealing with noisy social media text, and
requires human intervention as a post-processing task.
Therefore, there is a need for a more suitable NER
model to deal specifically with noisy social media data.

One of the important problems in social media is
trustworthiness – whether information shared on social
media is reliable or coming from an authentic person.
Towards this direction, several studies have attempted
to detect trustworthiness from disaster-related tweets
or credible twitter users (Mehta, Bruns, and Newton
2017; Halse et al. 2018; Pandey et al. 2018). We acknowl-
edge that finding such information is important due to
the fact that crisis responders need to rely on that infor-
mation in order to send aid workers and supplies to a
disaster location. However, we have not considered this
aspect in the scope of the current study, which might
be a future avenue for our research.

Among other issues, when it comes to operational cri-
sis management, it is very important to evaluate the scal-
ability of most of the techniques to be able to process
real-time data streams. Furthermore, systems that
include humans-in-the-loop for machine training need
to deal with humans’ limited processing capabilities to
maintain high throughput. Elasticsearch can be exploited
in order to deal with such problems as reported in Avve-
nuti et al. (2018).

The proposed methodology for multimodal social
media data analysis uncovers many interesting phenom-
ena that occur during disaster events as already pre-
sented in experimental results and discussion sections.
However, we did not attempt to make any causal

inferences to explain these phenomena as that would
require more sophisticated data collection and analysis
techniques beyond the scope of the current study.
Specifically, such an effort requires collection and analy-
sis of ground truth data in the real-world setting (e.g.
surveys and reports prepared by local administrations
as well as humanitarian organisations), which we did
not have at the time of the study. In the future, we
plan to undertake a more focused study that incorporates
ground truth real-world data into experimental analyses
so that we can understand how the results obtained from
the proposed methodology help explain different
phenomena that occur during a disaster event and enable
rapid disaster response.

7. Conclusion

Several computational challenges related to quantitative
and qualitative research need to be addressed to enable
humanitarian organisations start considering social
media data for their response efforts. Among other
ways in which social media information can contribute
to inform humanitarian aid, ‘situational awareness’ is a
core task to understand a bigger picture of an event.
This work tried to answer three research questions and
proposed a methodological approach which uses several
computational techniques to process social media textual
and imagery data to generate visual and descriptive sum-
maries. All these proposed techniques have been exten-
sively analysed using large-scale Twitter data from
three major disasters. The mixed-method qualitative
research approach was used to perform the qualitative
analysis of the results obtained from the experiments.
The analysis revealed several insights useful for both
technical experts to improve the efficiency of compu-
tational models or build new ones as well as for humani-
tarian organisations to understand the complementary
information that comes with the multimodal data in
social media during disaster events. The data used in
the experiments are made available to the research com-
munity to allow reproduction of our results and to
improve of the proposed methodology. Moreover, we
remark that the limitations identified in this work and
the proposed future directions will help the research
community establish and work on potential research
areas to better help humanitarian organisations.

Notes

1. http://crisisnlp.qcri.org/
2. https://www.unocha.org/legacy/what-we-do/

coordination-tools/cluster-coordination
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3. https://en.wikipedia.org/wiki/2017_Atlantic_hurricane_
season

4. https://en.wikipedia.org/wiki/Hurricane\_Harvey
5. On August 28, due to a network issue, only 9825 tweets

were collected.
6. https://en.wikipedia.org/wiki/Hurricane\_Irma
7. https://en.wikipedia.org/wiki/Hurricane\_Maria
8. On September 26, due to a network issue, only 574

tweets were collected.
9. Silhouette value is a measure of how cohesive an object

is to its own cluster compared to other clusters, i.e.
separation.

10. http://crisisnlp.qcri.org/
11. According to Wikipedia, Deferred Action for Childhood

Arrivals (DACA) is an American immigration policy
that allows some individuals who were brought to the
US illegally as children to receive a renewable two-year
period of deferred action from deportation and become
eligible for a work permit in the US.

12. https://www.newsleader.com
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